Validation of a vector version of the 6S radiative transfer code for atmospheric correction of satellite data. Part II. Homogeneous Lambertian and anisotropic surfaces
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This is the second part of the validation effort of the recently developed vector version of the 6S (Second Simulation of a Satellite Signal in the Solar Spectrum) radiative transfer code (6SV1), primarily used for the calculation of look-up tables in the Moderate Resolution Imaging Spectroradiometer (MODIS) atmospheric correction algorithm. The 6SV1 code was tested against a Monte Carlo code and Coulson’s tabulated values for molecular and aerosol atmospheres bounded by different Lambertian and anisotropic surfaces. The code was also tested in scalar mode against the scalar code SHARM to resolve the previous 6S accuracy issues in the case of an anisotropic surface. All test cases were characterized by good agreement between the 6SV1 and the other codes: The overall relative error did not exceed 0.8%. The study also showed that ignoring the effects of radiation polarization in the atmosphere led to large errors in the simulated top-of-atmosphere reflectances: The maximum observed error was approximately 7.2% for both Lambertian and anisotropic surfaces. © 2007 Optical Society of America

OCIS codes: 280.1310, 290.4210, 010.1300, 010.1310, 010.1320, 120.0280.

1. Introduction

This paper describes the second part of the validation effort of a vector version of the 6S (Second Simulation of a Satellite Signal in the Solar Spectrum) radiative transfer (RT) code. The first part of the validation was devoted to the testing of 6S against other RT codes and valuable benchmarks for different molecular, aerosol, and mixed atmospheres, bounded by black soil [1]. The second part will include the influence of different homogeneous Lambertian and anisotropic surfaces.

The 6S code is a basic code underlying the Moderate Resolution Imaging Spectroradiometer (MODIS) atmospheric correction algorithm [2]. Its first vector version (6SV1.0B, hereinafter simply referred to as 6SV1), which accounts for the polarization of solar radiation in the atmosphere, was publicly released in May 2005, and can be downloaded from http://www.6s.ltdri.org. This Web site also contains a link to a special interface for the creation of 6SV1 input files and information on all recent updates.

The 6SV1 code is based on the vector method of successive orders of scattering (SOS) approximations [3], which was incorporated into the code by Vermote. The effects of polarization are accounted for through the calculation of the Q and U components of the Stokes vector, \( \vec{I} = \{I, Q, U, V\} \), which describe the degree and plane of polarization of electromagnetic radiation [4]. The code works under the assumption of linearly polarized light, i.e., the component V, characterizing the ellipticity of polarization, is set to 0. A detailed description of the new features incorporated into 6SV1 along with light polarization can be found in the 6S manual [5] and the Part I validation study [1].

Ground surface modeling in 6SV1 includes simulations of homogeneous surfaces with or without a directional effect (dependence of the direction of reflected light on the direction of incident light) and nonhomogeneous surfaces. The modeling of a homogeneous surface with no directional effect includes constant as well as wavelength-dependent Lambert-
tian surfaces and the choice of four standard uniform surfaces. To account for the bidirectional effect, the users are provided with a set of ten different bidirectional reflectance distribution function (BRDF) models and the option to input their own BRDF values.

In addition to its own elaborate validation process, 6SV1 is participating in a joint vector/scalar RT code comparison project performed by the MODIS Atmospheric Correction Group in collaboration with the NASA Goddard Space Flight Center. Within this project, the performances of 6SV1 and several other commonly used RT codes, such as vector/scalar RT3 [6], Vector Program Dave (VPD) [7,8], and scalar SHARM [9], are evaluated based on comparisons with standard benchmark approaches. All information about this project, including the descriptions of the codes, conditions, and results of the comparison, is posted at http://www.rtcodes.ltdri.org. The scalar codes have been included to perform a standard evaluation of the effects of polarization under given comparison conditions.

The creation of 6SV1, along with its validation and testing against other RT codes, was inspired by numerous studies demonstrating the significance of the effects of polarization [10–12]. The comparison between vector and scalar top-of-atmosphere (TOA) reflectances, presented in the Part I validation study [1], also confirmed the strong influence of polarization. The relative error of scalar simulations was more than 10% for a molecular atmosphere, reached 5% for an aerosol atmosphere, and varied within 6% for a mixed (aerosol + molecular) atmosphere.

2. Validation Scheme

The code comparison scheme for the Part II validation study is presented in Fig. 1. 6SV1 has been run in vector (with polarization) and scalar (without polarization) modes. The scalar mode is enabled by putting the polarization index and depolarization factor to 0. The polarization index controls the calculation of the Stokes vector components Q and U. The depolarization factor accounts for the deviation of a particle shape from a symmetrical sphere owing to the presence of a radiation field [4].

Scalar mode calculations were included in this part of the study only to resolve the previous 6S accuracy issues [13]. In scalar mode, the performance of 6SV1 was evaluated against the scalar code SHARM for Lambertian and anisotropic surfaces. The anisotropic surface was simulated with the help of the RPV model developed by Rahman et al. [14].

In vector mode, the performance of 6SV1 was evaluated against two standard benchmarks: Coulson’s tabulated values [15] for a Lambertian surface and a Monte Carlo code [16] for Lambertian and anisotropic surfaces. The anisotropic surface in this case was presented by the RPV model [14] and the Roujean et al. BRDF model [17].

The effects of polarization were estimated through the comparison of TOA reflectances calculated by 6SV1 in scalar and vector modes for Lambertian and ocean surfaces.

3. 6SV1 BRDF Models Used in the Study

The RPV model is a semiempirical model simulating the BRDF of arbitrary natural surfaces in the visible and near-infrared spectra [14]. The model requires the input of three independent parameters: the arbitrary parameter \( \rho_0 \) characterizing the intensity of the reflectance of a surface, the asymmetry parameter \( \Theta \) controlling the relative amount of forward and backward scattering, and the structural parameter \( k \) defining the level of anisotropy of the surface. It successfully reproduces the field-measured reflectances of a number of different surfaces ranging from bare soil to full canopy cover. In this study, this model is used to simulate grass surface and shrubs using the best-fit parameters extracted from Engelsen et al. [18] (see Table 1).
The Roujean et al. surface model is also a semiempirical BRDF model designed to be applicable to heterogeneous surfaces [17]. It operates on the basis of three input surface parameters \( k_0, k_1, \) and \( k_2 \), which are related to basic macroscopic properties of a particular surface (see Table 1). The surface BRDF is calculated as a combination of reflectances resulting from two major processes: diffuse reflection by material objects, which accounts for the geometrical structure of opaque reflectors and shadowing effects, and volume scattering by a collection of dispersed facets, which accounts for scattering properties of leaf elements. The first process is described using a model of vertical opaque protrusions reflecting in accordance with the Lambert law, while the second process is described on the basis of a simple RT theory. This model also serves as a prototype for a linear kernel-driven MODIS BRDF model underlying the operational MODIS BRDF/albedo algorithm [19,20]. In this study, the model is filled with pine forest parameters experimentally obtained by Kimes et al. [21].

The ocean BRDF model adopted in 6SV1 assumes that the directional reflectance of an ocean surface is composed of three components: reflection of foam (or whitecaps) [22], specular reflection [23–27], and reflection attributable to underlight (the scattering of radiation by water molecules and suspended material in the water) [28]. The current 6SV1 ocean model requires the input of four independent parameters: the wind speed \( w_s \), in m/s, direction of the wind \( \psi_w \), in degrees (measured clockwise from the North), salt concentration \( C_{sal} \), in ppt, and pigment concentration \( C \) (Chl a + Pheo a) in mg/m\(^3\). The values of these parameters, listed in Table 1, were selected based on the results of extensive literature and Internet searching [29–31].

A brief mathematical descriptions of these three models, together with corresponding references, are provided in the Appendixes. We believe that the use of a Lambertian surface and three different BRDF models in this validation study will be satisfactory to draw a general conclusion on the performance of 6SV1.

### 4. Performance of 6S in Scalar Mode (Testing Against SHARM)

The results of the previous comparison study with the scalar code SHARM (developed by Lyapustin), which are of interest here, include simulations for two pure aerosol atmospheres bounded by a grass surface in the NIR spectral region (wavelength \( \lambda = 0.750 \text{ m} \)) [13]. Both NIR Clear (aerosol optical thickness \( \tau_{aer} = 0.2 \)) and NIR Hazy (\( \tau_{aer} = 0.8 \)) aerosol atmospheres were represented by a regular continental aerosol model requiring 128 Legendre coefficients for its accurate simulation. The grass surface was represented by the RPV model [14] with the parameters specified in Table 1. The average relative error of scalar 6S TOA simulated reflectances, calculated using SHARM as a reference, was found to be in the range of 4%–6% for both cases.

Our suggestion is that such disagreement was associated with both atmospheric and surface modeling. First, it was not possible to vary the number of Legendre coefficients used for the description of a phase function in the previous scalar 6S. This number was fixed to 81 (83 angles, including 0° and 180°). As a result, the comparison was done using 128 Legendre coefficients for SHARM and other RT codes and only 81 coefficients for 6S, letting an error in the phase function modeling lead to a further error in TOA reflectances. (It should be noted here that in all versions of 6S the number of Legendre coefficients is strictly defined as the number of spherical harmonics and is responsible for the accuracy of RT simulations.) Second, in the previous scalar 6S the influence of anisotropic surface was incorporated into the RT body of the code using approximate empirical formulas [5].

The first suggestion has been thoroughly checked in the Part I validation study [1]. The released 6SV1 code provides the user with an opportunity to arbitrarily change the number of Legendre coefficients. Using this option, we compared 6SV1 in scalar mode to DISORT,
which was stated to have excellent agreement with SHARM [13], at \( \lambda = 0.694 \, \mu m \) for three values of \( \tau_{aer} = \{0.2; 0.78; 2.0\} \) and a more complex continental aerosol model characterized by a phase function with 220 Legendre coefficients. The scalar 6S and DISORT TOA reflectances agreed within 0.15% for view zenith angle (VZA) below 70° for all three values of \( \tau_{aer} \); the disagreement became slightly worse (within 0.27%) for VZA above 70° for \( \tau_{aer} = 2.0 \).

The second suggestion has been verified in this part of the study. We compared TOA reflectances calculated by SHARM and 6SV1 in scalar mode for the following conditions: the standard continental aerosol model used in Part I, \( \tau_{aer} = \{0.2, 0.8\} \), \( \lambda = 750 \, \text{nm} \), AZ (relative azimuth) = \{0°, 90°, 180°\}, VZA = \{0°–79°\}, solar zenith angle (SZA) = \{0°, 10.0°, 23.07°, 45.0°, 58.67°, 75.0°\}, and three types of boundary surface: (a) Lambertian with \( \rho = 0.25 \), (b) the RPV grass model incorporated into the RT body of the code using the approximate formulas, and (c) the RPV grass model incorporated directly in the lower boundary condition as a Fourier-series expansion of the reflection matrix in accordance with the technique outlined in Deuzé et al. [3].

Figure 2 illustrates the results. There is excellent agreement between the reflectances calculated by SHARM and 6SV1 in scalar mode for the Lambertian surface [see Fig. 2(a)]. The relative difference varies from −0.01% to 0.16%. The agreement is much worse for the case of indirectly incorporated BRDF. The relative error calculated using 6SV1 scalar simulations as references oscillates from −0.9% to 5.0% for \( \tau = 0.2 \).
and from $-4.0\%$ to $4.4\%$ for $\tau = 0.8$ [see Fig. 2(b)], in consistency with the results reported in the previous comparison study [13]. All this error seems to be induced by the approximate formulas for the incorporation of surface influence since the 6SV1 scalar simulations with the directly incorporated BRDF demonstrate excellent agreement with SHARM [see Fig. 2(c)]. The absolute value of relative difference demonstrates excellent agreement with SHARM [see simulations with the directly incorporated BRDF demon-
strate excellent agreement with SHARM [see Fig. 2(c)]. The absolute value of relative difference stays within $0.11\%$ for both values of optical thick-
nesses, except for a couple of points for $\tau_{\text{air}} = 0.2$, where the upper boundary limit is $0.15\%$ and $0.31\%$.

The $\beta$ version of 6SV1, released in May, 2005, still uses the approximate formulas for the incorporation of surface influence. However, the next vector version of 6S (6SV2), which is planned to be released in the near future, will operate based on the direct incorporation of BRDF simulations.

5. Performance of 6S in Vector Mode

A. Validation Against Coulson’s Tabulated Values

Coulson’s tabulated values represent the accurate calculations of the solar radiation reflected and transmitted by a plane-parallel, nonabsorbing molecular atmosphere in accordance with Rayleigh’s law [15]. They are generally considered a benchmark for verification of the accuracy of a vector RT code [6,32]. The comparison between 6SV1 and Coulson’s reflectances was performed for four different sets of parameters: (1) $\tau_{\text{mol}} = 0.1$, $\rho = 0.25$, SZA = $\{0.0^\circ, 36.87^\circ, 66.42^\circ\}$; (2) $\tau_{\text{mol}} = 0.1$, $\rho = 0.8$, SZA = $\{23.07^\circ, 53.13^\circ, 78.46^\circ\}$; (3) $\tau_{\text{mol}} = 0.25$, $\rho = 0.25$, SZA = $\{23.07^\circ, 53.13^\circ, 78.46^\circ\}$; and (4) $\tau_{\text{mol}} = 0.25$, $\rho = 0.8$, SZA = $\{0.0^\circ, 36.87^\circ, 66.42^\circ\}$, where $\tau_{\text{mol}}$ is the optical thickness of a molecular atmosphere, and $\rho$ is the reflectance of a bounding Lambertian surface. Six values of VZA from $0^\circ$ to $79^\circ$ and three values of AZ = $\{0^\circ, 90^\circ, 180^\circ\}$ were selected for each set of parameters. The optical thicknesses of 0.1 and 0.25 approximately correspond to the wavelengths of 0.530 and 0.440 $\mu$m, according to the computations of 6SV1.

Figure 3 illustrates the results. We plotted the absolute values of relative differences between Coulson and 6SV1 TOA reflectances, calculated using Coulson’s values as references. Excellent agreement is observed for all sets of parameters, which establishes the general accuracy of 6SV1 simulations in the case of a molecular atmosphere at $0.1\%$.

Coulson’s tabulated values also include calculations of the other Stokes vector components, such as Q and U. However, an intensive comparison between 6SV1 and Coulson’s Q and U parameters was presented in the Part I validation study [1] and does not need to be repeated here as the main goal of this part is to validate the code for cases involving the reflection from different Lambertian and anisotropic surfaces.

B. Validation Against Monte Carlo

The Monte Carlo code used in this study is a 3D forward RT model created on the basis of the four-component Stokes vector approach. The code was primarily developed by Bréon [16] for atmosphere–ocean interaction studies and modified later by the MODIS Atmospheric Correction Group. A short description of the code is provided in the Part I validation study [1]. A Monte Carlo approach is often considered by the scientific community one of the most accurate ways to generate benchmark values [33,34] as it has no other limitations except a large amount of calculation time and angular space discretization.

The Lambertian, RPV BRDF [14] and the Roujean et al. BRDF [17] surface models are not included in the original version of the code. They were later incorporated into the code for the purposes of this study. Also, a special method was applied to integrate 6S TOA reflectances over the output solid angles of Monte Carlo [1].

The results of the comparison between 6SV1 and Monte Carlo are presented in Figs. 4(a) and 4(b) for Lambertian surfaces and in Fig. 4(c) for different anisotropic surfaces. All plots are drawn in polar coordinates. The specified angular coordinates designate the boundary VZA values for the sampling of the VZA range (from $0^\circ$ to $90^\circ$) at the top of atmosphere. The relative AZ space (from $0^\circ$ to $180^\circ$) is divided into eight

![Fig. 3. Validation of 6SV1 against Coulson’s tabulated values for a molecular atmosphere bounded by a Lambertian surface. The validation was performed for four different cases: (1) $\tau_{\text{mol}} = 0.1$, $\rho = 0.25$, SZA = $\{0.0^\circ, 36.87^\circ, 66.42^\circ\}$; (2) $\tau_{\text{mol}} = 0.1$, $\rho = 0.8$, SZA = $\{23.07^\circ, 53.13^\circ, 78.46^\circ\}$; (3) $\tau_{\text{mol}} = 0.25$, $\rho = 0.25$, SZA = $\{23.07^\circ, 53.13^\circ, 78.46^\circ\}$; and (4) $\tau_{\text{mol}} = 0.25$, $\rho = 0.8$, SZA = $\{0.0^\circ, 36.87^\circ, 66.42^\circ\}$.](image-url)
equal angles of 22.5° each. The relative difference between the outputs of the codes, calculated using Monte Carlo as a reference, is presented by the radius coordinate. The SZA values are the same as in the Part I validation study, i.e., SZA = {0.0°; 23.0°; 50.0°}. 1 × 10^{10} photons are sufficient to establish the average accuracy of the Monte Carlo code below 0.24% in the case of a molecular atmosphere. This number usually has to be increased to 3 × 10^{10} for calculations involving an aerosol atmosphere.

Figure 4(a) shows the results of simulations for a molecular atmosphere (τ_{mol} = 0.25) bounded by a Lambertian surface with ρ = 0.25. This case is characterized by very good agreement between the 6SV1 and Monte Carlo TOA reflectances. The relative difference stays within 0.3% for VZA < 68.6° and gradually increases to 0.4% for VZA from 68.6° to 75.0°.

Figure 4(b) illustrates the results for a hazy aerosol atmosphere (τ_{ser} = 0.7) bounded by a Lambertian surface with ρ = 0.15. The atmosphere is represented by the clean maritime aerosol model used in the Part I validation study [1], composed of biogenically produced sulfate and sea-salt particles in nuclei and accumulation modes [35]. The simulations were performed for λ = 0.550 μm. This case also shows good agreement between the outputs of the two codes. The maximum observed absolute value of relative error is equal to 0.79% for VZA > 63.4°. Below VZA = 54.7° the relative error varies within 0.6%. The error seems to increase slightly for backscattering calculations for all SZA values, compared to forward scattering.

The results of simulations for a molecular atmosphere bounded by shrubs and pine forest are presented in Fig. 4(c). The simulations were performed at the RPV model [14], while the pine forest was created on the basis of the Roujean et al. model [17]. The parameters for both surfaces are listed in Table 1. For the RPV model the simulations were performed at λ = 0.550 μm (green spectrum, τ_{mol} = 0.093), while for the Roujean et al. model the simulations were done at λ = 0.630 μm (red spectrum, τ_{mol} = 0.054). Both cases are characterized by good agreement between the 6SV1 and Monte Carlo TOA reflectances. The relative error stays within 0.6% for the shrubs and does not exceed 0.71% for the pine forest.

The actual TOA reflectances calculated by 6SV1 for both the shrub and pine forest cases are shown in Fig. 4(d). The reflectance of shrubs is slightly higher than that of pine forest as they constitute a brighter surface in the visible spectrum.

6. Effects of Polarization

The effects of polarization will be demonstrated through the comparison of TOA reflectances calculated by 6SV1 in vector and scalar modes. To reproduce real measurement conditions of passive satellites as close as possible, the simulations were done using two MODIS spectral bands and AERONET data collected over Midway Islands.

The Midway Islands is a coral atoll in the Pacific Ocean located approximately 2334 km northwest of Honolulu near the end of the Hawaiian Archipelago (28.12 °N, 177.22 °W) [36]. It is characterized by a subtropical climate with cool, moist winters (December to February) and warm, dry summers (May to October), moderated by prevailing easterly winds. Most of its 42 inches of annual rainfall occurs during the winter.

The Midway Islands AERONET data set used in this study for modeling an aerosol atmosphere was collected on 31 January 2002. The set includes an average size distribution of particles, illustrated in Fig. 5(a), and values of refractive indices at four different wavelengths, which were linearly extrapolated and interpolated between the 6SV1 node wavelengths. The aerosol was slightly absorbing, with the single scattering albedo (SSA) of 0.987, as calculated in 6SV1. A molecular atmosphere was accepted as modeled in 6SV1 on the basis of the standard US62 pattern parameters, an exponential
The molecular and aerosol constituents were mixed using simple proportion formulas \[1\]. The optical thicknesses of molecular, aerosol, and mixed (molecular + aerosol) atmospheres are listed in Table 2 for both scalar and vector cases.

The two MODIS bands used for the comparison cover the blue (band 3, 0.459–0.479 nm) and green (band 4, 0.545–0.565 nm) MODIS spectral ranges. The selected geometrical conditions, SZA = \{0.0°, 10.0°, 23.07°, 45.0°, 58.67°, 75.0°\}, AZ = \{0°, 90°, 180°\}, and VZA = \{0°–79°\}, cover a wide range of possible angular configurations. The ground boundary conditions were simulated as a Lambertian surface with \(\rho = 0.3\) and an anisotropic ocean surface with the parameters listed in Table 1.

The results of the comparison are presented in Fig. 5(b) for the Lambertian surface and in Fig. 5(c) for the ocean surface. The plots show the relative scalar TOA reflectance errors calculated using the following formula: \([\text{vector-scalar}]/\text{vector} \times 100\%\). Band 3 is characterized by larger errors of the scalar mode in both cases owing to the more significant contribution of molecular scattering in the blue spectrum. Its error range is spread between approximately 1.4% and 7.2%, while for band 4 the error varies within 6.2%.

In all cases, ignoring the influence of polarization leads to a significant underestimation (up to 7.2%) of TOA reflectances. The error becomes larger for the backscattering direction, which is specified as AZ = 0° in 6SV1.

The TOA reflectances calculated for the ocean surface case by 6SV1 in vector mode are shown in Fig. 5(d). We plotted the reflectances for AZ = 90° and the first five values of SZA. As expected, the simulated reflectances are larger for the MODIS blue band.

6SV1 works a little slower than its scalar predecessor. To demonstrate this we performed test scalar and vector calculations for one of the cases considered in this section: the Midway Islands atmosphere.

### Table 2. Optical Thicknesses of Molecular, Aerosol, and Mixed (Molecular + Aerosol) Atmospheres

<table>
<thead>
<tr>
<th>Mode</th>
<th>MODIS Band</th>
<th>Rayleigh</th>
<th>Aerosol</th>
<th>Mixed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalar</td>
<td>3</td>
<td>0.18377</td>
<td>1.63105</td>
<td>1.81482</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.90750</td>
<td>1.49514</td>
<td>1.58589</td>
</tr>
<tr>
<td>Vector</td>
<td>3</td>
<td>0.19260</td>
<td>1.63105</td>
<td>1.82365</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.09511</td>
<td>1.49514</td>
<td>1.59025</td>
</tr>
</tbody>
</table>

"Optical thicknesses over Midway Islands calculated by 6SV1 in vector and scalar modes for MODIS bands 3 and 4 on the basis of the US62 standard molecular atmosphere parameters and AERONET data collected on 31 January 2002.

### Table 3. Example of Time Estimates\(^5\) for Scalar and Vector Calculations Depending on the Number of Legendre Coefficients\(^6\)

<table>
<thead>
<tr>
<th>Mode of 6SV1</th>
<th>Time, Seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Legendre Coefficients</td>
</tr>
<tr>
<td>Vector</td>
<td>4.93 (3.85)</td>
</tr>
<tr>
<td>Scalar</td>
<td>2.39 (1.13)</td>
</tr>
</tbody>
</table>

\(^5\)The calculations were performed on Pentium 4 CPU 2.80 Ghz.

\(^6\)6SV1 is run in vector and scalar modes to simulate TOA reflectance measured by MODIS band 3 over Midway Islands. The values in the parentheses show how much time is required when the precomputed aerosol model is read from a file [5].
MODIS band 3, Lambertian ground with $\rho = 0.3$ SZA $= 10^\circ$, AZ $= 90^\circ$, VZA $= 30^\circ$. Example amounts of time required for the calculations are listed in Table 3. It should be noted, however, that these estimates are true only for this particular case, as the speed of 6SV1 depends not only on the number of Legendre coefficients [1] but also on the selected aerosol model, geometry, and accuracy of RT simulations.

7. Conclusions
The study presented in this paper completes the validation effort of the recently developed vector version of the 6S RT code (6SV1). The obtained results confirm the good performance of the code over homogeneous Lambertian and anisotropic surfaces. The TOA reflectances calculated by 6SV1 for different molecular atmospheres bounded by Lambertian surfaces agree within 0.1% with the values extracted from Coulson’s tables and within 0.4% with those calculated by the Monte Carlo code. The substitution of a molecular atmosphere by an aerosol composition leads to an insignificant decrease of agreement: The relative error fluctuates within 0.8% in comparison with Monte Carlo. The use of anisotropic surfaces instead of Lambertian ones also provides very good agreement between the 6SV1 and Monte Carlo outputs: The relative difference stays within 0.6% for the Roujean et al. model and does not exceed 0.71% for the RPV BRDF model.

The previous 6S accuracy issues have been totally resolved. We incorporated the treatment of surface BRDF in the SOS module of the code directly as ground boundary conditions, and its accuracy (versus SHARM) improved by an order of magnitude compared to the previously used approximation. The direct incorporation of BRDF will be included in the next vector version of 6S (6SV2), which is planned to be released in the near future.

The polarization of radiation in the atmosphere has been shown to have significant influence on calculated TOA reflectances in the case of both Lambertian and anisotropic (ocean) surfaces. Ignoring the effects of polarization led to the presence of a large relative error (up to 7.2%) in scalar simulations. This error significantly increases the standard RT code accuracy requirement of 1.0%.

Unfortunately, it was not possible to estimate the effects of surface polarization. Despite its ability to accurately simulate the polarization of radiation in the atmosphere, 6SV1 still works under the assumption that the underlying ground surface is not polarized. Moreover, none of the other publicly available RT codes incorporates a surface polarization model. The inclusion of one will be our next step in the further development of the vector 6S.

We also plan to continue working on the joint code comparison project, which will define the position of 6SV1 among other RT codes used in the remote sensing community. Currently, 6SV1 is gradually replacing its previous scalar predecessor for the calculation of look-up tables in the MODIS atmospheric correction algorithm. Collection 5 of MODIS surface reflectances is being produced using 6SV1. We also encourage all users of the code to switch to its vector version. Information on further updates of the vector 6S can always be found on the code Web site.

Appendix A. RPV BRDF Model

The reflectance $\rho_s$ of an arbitrary natural surface is simulated as [14]

$$\rho_s(\theta_s, \phi_s, \theta_v, \phi_v) = \rho_0 \frac{\cos^{k-1} \theta_v \cos^{l-1} \theta_s}{(\cos \theta_s + \cos \theta_v)^2} F(\xi)[1 + R(G)],$$  \hspace{1cm} (A1)

where $\theta_v$ and $\phi_v$ are solar zenith and azimuth angles, $\theta_s$ and $\phi_s$ are view zenith and azimuth angles, $\rho_0$ is the arbitrary parameter characterizing the intensity of the reflectance of the surface cover, $k$ is the parameter indicating the level of anisotropy of the surface, $G$ is the geometrical factor given by

$$G = [\tan^2 \theta_s + \tan^2 \theta_v - 2 \tan \theta_s \tan \theta_v \cos(\phi_s - \phi_v)]^{1/2},$$  \hspace{1cm} (A2)

$$F(\xi)$$ is the modified Henyey and Greenstein function defined as

$$F(\xi) = \frac{1 - \theta^2}{[1 + \theta^2 - 2\theta \cos(\pi - \xi)]^{1.5}},$$  \hspace{1cm} (A3)

with the phase angle $\xi$ given by

$$\cos \xi = \cos \theta_v \cos \theta_s + \sin \theta_v \sin \theta_s \cos(\phi_s - \phi_v),$$  \hspace{1cm} (A4)

and the asymmetry factor $\Theta$ controlling the relative amount of forward ($0 \leq \Theta \leq +1$) and backward ($-1 \leq \Theta \leq 0$) scattering, and $R(G)$ is the function accounting for the hot-spot effect, defined as

$$R(G) = \frac{1 - \rho_0}{1 + G}.$$  \hspace{1cm} (A5)

Appendix B. Roujean BRDF Model

The bidirectional reflectance of a surface is calculated as [17]

$$\rho(\theta_s, \phi_s, \theta_v, \phi_v) = k_0 + k_1 f_1(\theta_s, \phi_s, \theta_v, \phi_v) + k_2 f_2(\theta_s, \phi_s, \theta_v, \phi_v),$$  \hspace{1cm} (B1)

where $\theta_s$ and $\theta_v$ are solar and view zenith angles, $\phi_v = \phi_s - \phi_v$, is the relative azimuth ($\phi_s$ and $\phi_v$ are solar and view azimuth angles), $k_0$, $k_1$, and $k_2$ are parameters related to basic macroscopic properties of a surface, $f_1$ is an analytical function simulating diffuse reflection of opaque rectangular protrusions placed on a horizontal surface:
and \( f_d \) is an analytical function simulating the volume scattering of dispersed facets (leaf elements):

\[
f_d(\theta_s, \theta_v, \phi) = \frac{4}{3\pi} \frac{1}{\cos(\theta_v) + \cos(\theta_s)} \left[ \left( \frac{\pi}{2} - \xi \right) \cos(\xi) + \sin(\xi) \right] - \frac{1}{3}, \tag{B3}
\]

with the phase angle \( \xi \) defined by

\[
\cos(\xi) = \cos(\theta_v)\cos(\theta_s) + \sin(\theta_v)\sin(\theta_s)\cos(\phi). \tag{B4}
\]

The explicit formulas for the surface parameters \( k_0, k_1, \) and \( k_2 \) can be found in the Roujean et al. study [17] or the 6S manual [5].

**Appendix C. Ocean Surface Model**

The reflectance \( \rho_{ow} \) of an ocean surface is calculated for a given set of geometrical conditions and a specified wavelength \( \lambda \) as the sum of three components [22]:

\[
\rho_{ow}(\theta_s, \theta_v, \phi, \lambda) = \rho_{wfc}(\lambda) \cdot \rho_{sfc}(\theta_s, \theta_v, \phi, \lambda) + (1 - \rho_{wfc}(\lambda)) \cdot \rho_{sw}(\theta_s, \theta_v, \phi, \lambda), \tag{C1}
\]

where \( \rho_{wfc}(\lambda) \) is the reflectance due to whitecaps, \( \rho_{sfc}(\theta_s, \theta_v, \phi, \lambda) \) is the specular reflectance at the ocean surface, \( \rho_{sw}(\theta_s, \theta_v, \phi, \lambda) \) is the scattered reflectance emerging from sea water, and \( W \) is the relative area covered with whitecaps, expressed from the wind speed \( w_s \) as \( W = 2.9510^{-6} w_s^{3.52} \) for water temperatures greater than 14 °C [27].

The first term of Eq. (C1) is defined as the weighted product of the fraction of ocean surface covered with whitecaps and the reflectance of whitecaps \( \rho_{wfc}(\lambda) \):

\[
\rho_{wfc}(\lambda) = W \cdot f_{\text{eff}} \cdot \rho_f(\lambda), \tag{C2}
\]

where \( f_{\text{eff}} = 0.4 \pm 0.2 \) is the efficiency factor accounting for the increase in the size of an individual whitecap with age [22].

The calculation of the second term of Eq. (C1) depends on Fresnel’s reflection coefficient \( R(n, \theta_v, \theta_s, \phi, \lambda) \) as

\[
\rho_{sfc}(\theta_s, \theta_v, \phi, \lambda) = \frac{\pi P(Z_{x'}, Z_{y'}) R(n, \theta_v, \theta_s, \phi, \lambda)}{4 \cos(\theta_v)\cos(\theta_s)\cos^2(\beta)}, \tag{C3}
\]

where \( n \) is the complex refractive index of sea water, \( P(Z_{x'}, Z_{y'}) \) is the slope distribution, \( Z_{x'} \) and \( Z_{y'} \) are the slope components, and \( \beta \) is the tilt angle [23–26].

The third term of Eq. (C1) is the reflectance observed just above the sea surface (level 0°). It can be related to the ratio \( R_w \) of upwelling to downwelling radiation just below the sea surface (level 0°) as [23–25,28]

\[
\rho_{sw}(\theta_s, \theta_v, \phi, \lambda) = \frac{1}{n^2} \frac{R_w(\lambda) \cdot t_d(\theta_s) \cdot t_u(\theta_v)}{1 - a \cdot R_w(\lambda)}. \tag{C4}
\]

where \( t_d(\theta_s) \) and \( t_u(\theta_v) \) are the transmittances for downwelling and upwelling radiances, calculated on the basis of the Fresnel reflectance coefficient for the air–water interface, and \( a = 0.485 \).

A more detailed description can be found in the 6S manual [5].
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