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[1] This paper presents the methods used to produce a global climatology of the stratospheric aerosol using data from two satellite instruments: the Stratospheric Aerosol and Gas Experiment (SAGE II) and the Cryogenic Limb Array Etalon Spectrometer (CLAES). The climatology, which spans from December 1984 to August 1999, includes values and uncertainties of measured extinction and optical depth and of retrieved particle effective radius $R_{\text{eff}}$, distribution width $\sigma_g$, surface area $S$, and volume $V$. As a basis for aerosol retrievals, a multiwavelength look-up table (LUT) algorithm was developed that matches the satellite-measured extinction ratios to precomputed ratios that are based on a range of unimodal lognormal size distributions. For cases in which the LUT does not find an acceptable match between measured and precomputed extinction spectra, a different technique called the parameter search technique is utilized. The combination of these two techniques and data from both satellites allows us to retrieve values of $R_{\text{eff}}$, $\sigma_g$, $S$, and $V$ over a wider range of conditions and from a wider range of wavelengths than used by other methods. This greater wavelength range helps constrain retrieved results, especially in postvolcanic conditions when particle sizes are greatly increased and SAGE II extinction spectra become essentially independent of wavelength. Our method includes an altitude- and time-dependent procedure that uses bimodal size distributions from in situ measurements to estimate bias and uncertainty introduced by assuming a unimodal functional form. Correcting for this bias reduces uncertainty in retrievals of $R_{\text{eff}}$, $S$, and $V$ by about 7%, 5%, and 1% (averaged over all altitude bands), leaving remaining uncertainties from the unimodal assumption of about $\pm 18\%$, $\pm 20\%$, and $\pm 21\%$, respectively. Additional uncertainties, resulting from measurement error and spatiotemporal variability, are evaluated by propagating input uncertainties through the retrieval algorithm. In an accompanying paper we report on a climatology of $R_{\text{eff}}$, $S$, and $V$ and consider uncertainties in our retrieved values of these parameters. In this paper we examine the sensitivity of our retrievals to refractive index and measurement wavelength. We find, for example, that changing refractive index from a value for the stratospheric temperature of 215 K to that for 300 K can increase retrieved $R_{\text{eff}}$ by $\sim 7.5\%$, owing largely to effects at the CLAES 12.82 $\mu$m wavelength. When only SAGE II wavelengths are used, corresponding changes in $R_{\text{eff}}$ are much smaller. 
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1. Introduction

Research over the past few decades has provided overwhelming evidence that the presence of aerosol particles in the stratosphere can significantly impact atmospheric chemistry, dynamics, radiation and climate (e.g., Rampino and Self [1984], Hofmann and Solomon [1989], Robock [1991], Dutton and Christy [1992], Jensen and Toon [1992], Kinne et al. [1992], Lacis et al. [1992], Prather [1992], Minnis et al. [1993], McCormick et al. [1995], and many others). The stratospheric aerosol can cool the Earth’s troposphere and surface by scattering incoming short-wave radiation and can warm the lower stratosphere by absorbing outgoing long-wave radiation [Hansen et al., 1990]. Aerosols can also affect climate by enhancing upward air motion in the lower stratosphere and altering stratospheric dynamics [Kinne et al., 1992; Young et al., 1994], by modifying upper tropospheric cirrus microphysical properties [Jensen and Toon, 1992], and by providing effective sites for heterogeneous chemical reactions that promote the depletion of ozone in the lower stratosphere [Hofmann and Solomon, 1989; Brasseur et al., 1990]. The evidence of their climatic importance makes a compelling case for improved efforts to obtain accurate information about the global distribution and characteristics of stratospheric aerosols. A knowledge of the physical properties of the stratospheric aerosol is also important in analyzing data from space-borne instruments whose measurements are affected by the presence of the layer.

In response to this need, we have used data from the Stratospheric Aerosol and Gas Experiment (SAGE II) and the Cryogenic Limb Array Etalon Spectrometer (CLAES) satellite borne instruments to develop a climatology of the stratospheric aerosol. In this paper we describe the method used to generate the climatology. We present the climatology and a comparison to previous climatologies in the companion paper, Bauman et al. [2003] (hereinafter referred to as paper 2). Our climatology includes values and uncertainties of measured extinction and optical depth at the four SAGE II wavelengths (0.385, 0.453, 0.525 and 1.02 μm) and, when available, at the CLAES 12.82 μm wavelength. Our study covers the 14 year, 9 month period from December 1984 to August 1999; of this period the CLAES data are available for the important 17 month period January 1992 through May 1993, when particle sizes had been greatly increased by the Pinatubo volcanic injection. We have evaluated optical depths by integrating the extinction from two kilometers above the tropopause to the highest altitude in the SAGE II record, 40.5 km. Also included are retrieved particle effective radius \( R_{\text{eff}} \) distribution width \( \sigma_g \), surface area \( S \) and volume \( V \). As a basis for aerosol retrievals, a multiwavelength look-up table (LUT) algorithm was developed that uses a combination of 4-wavelength SAGE II extinction spectra and, when available, the CLAES 12.82 μm extinction measurements. We use the LUT to compare satellite-measured extinction ratios to precomputed extinction ratios based on Mie scattering calculations. (Note that when we refer to “extinction ratio” we mean the ratio of the extinction at one wavelength to the extinction at another wavelength.) The precomputed ratios were determined for a range of unimodal lognormal size distributions by varying the values of \( \sigma_g \) and \( R_{\text{eff}} \). Specifically, \( \sigma_g \) was varied between 1.1 and 3.4, while \( R_{\text{eff}} \) was varied from 0.1 to 2.0 μm. Using a range of size distribution parameters enables the LUT algorithm to propagate the uncertainties in extinction measurements to corresponding uncertainties in retrieved \( R_{\text{eff}} \), \( S \) and \( V \).

The LUT algorithm can retrieve some information about distribution width \( \sigma_g \) by noting the range of \( \sigma_g \) values for which computed extinction spectra are consistent with SAGE II and CLAES measurements. We use the statistical parameter \( \chi^2 \) (defined below) as a measure of the consistency between computed and measured optical depth. Our criterion for consistency is that the values of \( \chi^2 \) obtained by comparing measured extinctions with those calculated by the LUT for a given value of \( \sigma_g \) must be less than or equal to the number of measurement wavelengths. (See section 4 for details.) For values of \( \sigma_g \) that do not meet this \( \chi^2 \) criterion, an alternative approach, the Parameter Search Technique (PST), is used to search for values of \( R_{\text{eff}} \) consistent with SAGE II and CLAES extinction measurements. The PST varies the three parameters, \( R_{\text{eff}} \), \( \sigma_g \) and \( N_o \), of a unimodal distribution to obtain a best fit with extinction measurements. Both the \( \chi^2 \) criterion and the PST are incorporated into the LUT algorithm to retrieve information about size distribution width from extinction measurements. A complete listing of the computer program that implements the combined LUT-PST algorithm is given by Bauman [2000] (available at ftp://science.arc.nasa.gov/pub/aats/pub/jill_bauman/Bauman-Dissertation-Aug2000.pdf).

Size distribution measurements by Deshler et al. [1993] and Deshler and Oltmans [1998] reveal that during a period of strong volcanic influence, stratospheric aerosol distributions tend to be large-mode-dominant bimodal (i.e., the large mode makes the dominant contribution to surface area \( S \)). During near-background periods, distributions range from unimodal to small-mode-dominant bimodal. Retrievals by the LUT are based on unimodal distributions. Therefore, as shown in section 7, the LUT algorithm includes an altitude- and time-dependent procedure to estimate and remove the bias introduced by assuming a unimodal functional form.

2. Look-Up Table Algorithm

The look-up table (LUT) algorithm retrieves values and uncertainties of particle effective radius \( R_{\text{eff}} \), surface area \( S \) and volume \( V \) by comparing ratios of measured extinction and optical depth spectra from SAGE II and CLAES to theoretical ratios that are precomputed for a range of unimodal lognormal size distributions. In this section we present the derivation of the theoretical, or precomputed ratios. The details of comparing the measured to the theoretical ratios are given in section 3.

In our LUT approach we approximate the stratospheric aerosol size distribution as unimodal lognormal which can be expressed as:

\[
\frac{dN(r)}{dr} = \frac{N_o}{r \ln \sigma_g \sqrt{2\pi}} \exp \left[ -\ln^2 \left( \frac{r}{r_{\text{eff}}} \right) \right] \frac{1}{2 \ln^2 \sigma_g}. \tag{1}
\]

Here \( r \) is the particle radius, \( dN \) is number of particles per unit volume with radii between \( r \) and \( r + dr \), \( N_o \) is the total...
number of particles per unit volume, \( \sigma_g \) is the geometric standard deviation or width of the distribution, and \( r_g \) is the geometric mean radius. (Note, \( r_g \) is often referred to as the mode radius. However, the mode radius of \( dN/dr \) is \( r_g \exp(-\ln^2 \sigma_g) \) [Dennis, 1976]). The unimodal lognormal distribution has three adjustable fitting parameters: \( r_g \), \( \sigma_g \), and \( N_o \). Several studies indicate that nonvolcanic stratospheric aerosol size distributions are well approximated by this functional form [Pueschel et al., 1989; Yue et al., 1994]. However, Deshler et al. [1993] show that postvolcanic stratospheric size distributions are typically bimodal. The effects of assuming a unimodal lognormal size distribution on retrieval accuracy are discussed in section 7.

A parameter that is frequently used to describe particle size is the effective, or area-weighted radius, \( R_{eff} \), defined as the ratio of the third moment to the second moment of the size distribution [Hansen and Travis, 1974]:

\[
R_{eff} = M_3/M_2. \tag{2}
\]

The size distribution moment \( M_n \), is defined as:

\[
M_n = \int_0^\infty dN(r)/dr \; r^n \; dr. \tag{3}
\]

Hansen and Travis [1974] have shown that \( R_{eff} \) is a useful parameter for describing radiative-transfer properties of a variety of aerosols. An analytical expression for the \( n \)th moment \( M_n \) of a unimodal lognormal distribution can be derived by combining equations (1) and (3) [Lenoble and Brogniez, 1984]:

\[
M_n = N_0 r_g^n \exp[(n^2/2)(\ln^2 \sigma_g)]. \tag{4}
\]

This expression can then be used with equation (2) to redefine \( R_{eff} \) in terms of the lognormal fitting parameters:

\[
R_{eff} = r_g \exp[2.5 \ln^2 \sigma_g]. \tag{5}
\]

This shows that for a unimodal lognormal size distribution of fixed width \( \sigma_g \), a unique relationship exists between the geometric mean radius \( r_g \) and the effective radius \( R_{eff} \).

The extinction due to aerosols is related to \( dN(r)/dr \) through Mie scattering theory. If the aerosols are homogeneous spheres of size \( r \) and refractive index \( m_n \), the aerosol extinction coefficient \( \beta(\lambda) \) at wavelength \( \lambda \) can be calculated as follows:

\[
\beta(\lambda) = \frac{\pi r^2 Q_e(\lambda, r, m_n)}{dr} \frac{dN(r)}{dr} \; dr. \tag{6}
\]

Here, \( Q_e \) is the dimensionless Mie extinction efficiency factor, which is a function of particle radius \( r \), wavelength \( \lambda \), and the wavelength-dependent refractive index \( m_n \). Values of \( Q_e \) are computed from Mie theory using the complex refractive indices listed in Table 1.

The LUT algorithm precomputes aerosol extinction at each of the SAGE II and CLAES wavelengths using equation (6). This is done for a range of unimodal lognormal size distributions \( dN(r)/dr \) that are calculated by varying the parameters \( \sigma_g \) and \( R_{eff} \) in equation (1) (using equation (5) to relate \( R_{eff} \) and \( r_g \)). Specifically, \( \sigma_g \) is varied between 1.1 and 3.4 in steps of 0.1, while \( R_{eff} \) is varied from 0.1 to 2.0 \( \mu m \) in steps of 0.1 \( \mu m \).

In order to remove the dependence on total number of particles \( N_o \) in equation (1), the LUT computes ratios of the extinction \( \beta(\lambda) \) at each wavelength \( \lambda \) to the extinction \( \beta(\lambda_o) \) at a reference wavelength \( \lambda_o \) (i.e., \( \beta(\lambda)/\beta(\lambda_o) \)). This eliminates the need to solve for \( N_o \), and leaves only two fitting parameters: \( \sigma_g \) and \( R_{eff} \). The reference wavelength \( \lambda_o \) is chosen as the wavelength at which the SAGE II measurements have the smallest associated uncertainty within a sample bin. (This is discussed in detail in section 8.) This method is essentially suited to retrieving \( R_{eff} \) because, as shown in equation (2), \( R_{eff} \) is equal to the ratio of the third to the second moment of the size distribution and hence is independent of \( N_o \).

The theoretical extinction ratios computed at each wavelength, and at each value of \( \sigma_g \) and \( R_{eff} \) in the above range, constitute the aerosol look-up table that is the basis for this retrieval algorithm. Figure 1 shows a sample graphical representation of the LUT. The figure shows the precomputed ratios \( \beta(\lambda)/\beta(\lambda_o) \) when \( \lambda_o = 0.385, 0.453, 0.525 \) and 1.02 \( \mu m \). The ratios are presented as a function of \( R_{eff} \) for four values of distribution widths in the range of values implemented by the LUT. Each colored line is the ratio of extinction at a given SAGE II or CLAES wavelength to the extinction at \( \lambda_o \). It is interesting to note the significant variations in \( \beta(\lambda)/\beta(\lambda_o) \) versus \( R_{eff} \) curves at smaller values of \( \sigma_g \) (narrower size distributions), compared to the monotonically behavior of the curves at larger \( \sigma_g \).

### Table 1. Complex Refractive Index at 215 K for the SAGE II and CLAES Wavelengths*

<table>
<thead>
<tr>
<th>( \lambda, \mu m )</th>
<th>( n )</th>
<th>( K )</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.385</td>
<td>1.46767</td>
<td>*</td>
<td>Palmer and Williams [1975]</td>
</tr>
<tr>
<td>0.453</td>
<td>1.45079</td>
<td>*</td>
<td>Palmer and Williams [1975]</td>
</tr>
<tr>
<td>0.525</td>
<td>1.44957</td>
<td>*</td>
<td>Palmer and Williams [1975]</td>
</tr>
<tr>
<td>1.020</td>
<td>1.43875</td>
<td>*</td>
<td>Palmer and Williams [1975]</td>
</tr>
<tr>
<td>7.955</td>
<td>1.15958</td>
<td>0.4319</td>
<td>Tisdale et al. [1998]</td>
</tr>
<tr>
<td>12.82</td>
<td>1.76558</td>
<td>0.2976</td>
<td>Tisdale et al. [1998]</td>
</tr>
</tbody>
</table>

*Indices from Palmer and Williams [1975] include a Lorentz-Lorenz temperature correction from 300 K to 215 K and are interpolated to 70.85% H2SO4, assuming the environment contains 3 ppmv of water. The imaginary indices \( (k) \) marked * are \( \leq 10^{-4} \). The complex indices from Tisdale et al. [1998] are interpolated to 70.85% H2SO4.

3. Retrieval of Effective Radius

The precomputed ratios exemplified by Figure 1 are compared with SAGE II and CLAES measurements of extinction or optical depth ratios (i.e., \( \beta(\lambda)/\beta(\lambda_o) \) or \( \tau(\lambda)/\tau(\lambda_o) \)) to determine the range of \( R_{eff} \) consistent with the measured spectra and error bars for each \( \sigma_g \) value. Figure 2 is an example illustrating the LUT retrieval of \( R_{eff} \) for \( \sigma_g = 1.5 \). In this example, the reference wavelength is \( \lambda_o = 0.385 \) \( \mu m \). On the right are the monthly-mean SAGE II and
CLAES measured optical depth ratios $\tau_m(\lambda)/\tau_m(\lambda_o)$ for February 1992 at 25–30°N. The measured error bars $\delta (\tau_m(\lambda)/\tau_m(\lambda_o))$ serve as the upper and lower limit on the corresponding precomputed ratios $\tau_p(\lambda)/\tau_p(\lambda_o)$ that are shown on the left as a function of $R_{eff}$. The light-colored horizontal bands in each frame highlight comparisons between the measured optical depth ratios on the right and the precomputed ratios on the left. The gray region in each frame marks the range of $R_{eff}$ consistent with the measured spectrum. Values of $R_{eff}$ are excluded from the solution range if the corresponding precomputed ratios $\tau_p(\lambda)/\tau_p(\lambda_o)$ differ from the measured ratios $\tau_m(\lambda)/\tau_m(\lambda_o)$ by more than $\delta (\tau_m(\lambda)/\tau_m(\lambda_o))$. The dark-colored bars along the abscissa serve to emphasize the solution region.

Figures 2a–2d illustrate successively how the solution range narrows as measurements at additional wavelengths are used. For example, Figure 2a shows that if the only measurements considered are those at the two shortest SAGE II wavelengths, then the best estimate of $R_{eff}$ is $R_{eff} \geq 0.28 \mu m$. The solution range is highlighted by the gray region and dark-blue bar at the bottom of Figure 2a. In this limiting case, there is no upper bound on retrieved effective radius. However, the solution is...
still unbounded. Inclusion of the SAGE II 1.02 μm measurement in Figure 2c splits the \( R_{\text{eff}} \) solution into two ranges: 0.44 μm ≤ \( R_{\text{eff}} \) ≤ 0.61 μm; and \( R_{\text{eff}} \) ≥ 1.57 μm. For this case (a post-Pinatubo volcanic spectrum), the retrieved estimate of \( R_{\text{eff}} \) using only the four SAGE II optical depths still has no upper limit. The retrieved range of \( R_{\text{eff}} \) is unbounded when the measured optical depth spectrum is flat within error bars, as is the case for the SAGE II wavelengths in this example.

[15] Spectrally flat extinction spectra in the near-UV to near-IR occur when \( R_{\text{eff}} \) exceeds ~0.5 μm. Putting an upper limit on the particle size requires adding information, for

Figure 2. LUT retrieval of \( R_{\text{eff}} \) for \( \sigma_g = 1.5 \). On the right are the monthly mean measured optical depth ratios (\( \tau(\lambda)/\tau(0.385 \, \mu m) \)) for February 1992 at 25–30° N. On the left are the corresponding calculated ratios as a function of \( R_{\text{eff}} \). The light gray region in each frame marks the range of \( R_{\text{eff}} \) consistent with the measured spectrum. Figure 2a shows the retrieval technique when only the two shortest SAGE II wavelengths are employed. Figures 2b through 2d illustrate how the range of retrieved \( R_{\text{eff}} \) is narrowed by adding more wavelengths. The range of retrieved \( R_{\text{eff}} \) reflects both the values and uncertainties ("error bars") of measured optical depth ratios, propagated through the LUT curves of \( \tau(\lambda)/\tau(0.385 \, \mu m) \) versus \( R_{\text{eff}} \).
example by extending the measured optical depth spectrum further into the infrared. This is done in Figure 2d, which includes the ratio of the CLAES 12.82 μm optical depth to the optical depth at 0.385 μm (i.e., \( \tau(12.82 \text{ μm})/\tau(0.385 \text{ μm}) \)). Using the full wavelength range of the SAGE II and CLAES composite, the retrieved estimate of effective radius for \( \sigma_g = 1.5 \) is \( R_{\text{eff}} = 0.57 \pm 0.04 \text{ μm} \).

[16] The above example illustrates how the LUT technique propagates measurement errors in optical depth to corresponding errors in retrieved \( R_{\text{eff}} \) (and analogously, to errors in retrieved \( S \) and \( V \) as discussed in section 6 below). The retrieval of \( R_{\text{eff}} \) in the above example was based on a single value of the size distribution width, \( \sigma_g = 1.5 \). Because the width of the actual size distribution is not known, the LUT algorithm allows \( \sigma_g \) to vary over a wide range, from 1.1 to 3.4, as illustrated in Figure 1. Without further information on \( \sigma_g \), the overall solution range is determined by the maximum and minimum possible values of \( R_{\text{eff}} \) when all values of \( \sigma_g \) are considered. Figure 3 depicts the retrieval of \( R_{\text{eff}} \) for each value of \( \sigma_g \) using the same measured spectrum and technique as in Figure 2. As in Figure 2, the light-colored horizontal bands in each frame mark the upper and lower limit of the SAGE II and CLAES ratios. The retrieved range of \( R_{\text{eff}} \) for each value of \( \sigma_g \) is indicated by the vertical gray region and written at the top of each frame. In this example, the LUT is unable to retrieve solutions for values of \( \sigma_g = 1.1, 1.2 \) and \( 2.2 \leq \sigma_g \leq 3.4 \). (Retrievals for \( \sigma_g \geq 2.3 \) are not shown for sake of brevity, but are similar to the retrieval at \( \sigma_g = 2.2 \), in that there are no solutions using the LUT technique.) For these distribution widths, there are no values of \( R_{\text{eff}} \) that are consistent with the measurements at all wavelengths using the LUT method. The retrieved range of \( R_{\text{eff}} \) based on the values of \( \sigma_g \) for which the LUT produces a solution is \( 0.51 \text{ μm} \leq R_{\text{eff}} \leq 0.64 \text{ μm} \). This is slightly larger than the previous range based solely on \( \sigma_g = 1.5 \).

[17] In certain situations, it is possible that for a given value of \( \sigma_g \), the LUT technique produces a bifurcated solution for \( R_{\text{eff}} \). That is, there can be two or more distinct ranges of \( R_{\text{eff}} \) that are consistent with the measured optical depth ratios. It is also possible that the largest retrieved \( R_{\text{eff}} \) range is unbounded. Solution bifurcation occurs because the Mie extinction efficiencies \( Q_e \) (and therefore the precalculated extinction ratio curves) are not a monotonic function of effective radius in the size range 0.1 μm \( \leq R_{\text{eff}} \leq 2 \text{ μm} \). This is particularly true at the SAGE II wavelengths and for small values of \( \sigma_g \) (compare Figure 1). Oscillations in Mie extinction efficiencies are smoothed as the size distribution width \( \sigma_g \) is increased. Thus optical depth ratios produced for large \( \sigma_g \) values approach a monotonic function of particle

Figure 3. LUT retrieval of \( R_{\text{eff}} \) using a range of distribution widths for February 1992 at 25–30° N.
size. Optical depth ratios are also monotonic at the longer CLAES wavelengths (except for very small values of \( R_{\text{eff}} \)). As a result, solution bifurcation occurs most often when the SAGE II data are used exclusively, and for small values of the size distribution width. In the example given above, there are no values of \( \sigma_g \) that produce a bifurcated solution. However, had the CLAES data not been available in the above example, Figure 2c shows that the LUT would produce an unbounded, split range of \( R_{\text{eff}} \) for \( \sigma_g = 1.5 \).

Solution bifurcation only occurred in 0.12% of our retrievals, calculated over the period 1985–1999 (which included CLAES data from January 1992 through May 1993). It should be pointed out that bifurcation of \( R_{\text{eff}} \) can also occur when combining \( R_{\text{eff}} \) solution ranges from the various values of \( \sigma_g \) used by the LUT algorithm. This produces solution bifurcation in less than 0.001% of the full range of data used in this study.

[18] Neither solution bifurcation, nor the inability of the LUT technique to return a value of \( R_{\text{eff}} \) for a given value of \( \sigma_g \), is sufficient to conclude that a particular distribution width is inconsistent with the measured optical depths. Should a given value of \( \sigma_g \) fail to retrieve a bounded range of \( R_{\text{eff}} \) that is not bifurcated, an alternative method of searching for a value of \( R_{\text{eff}} \) consistent with the measurements is implemented. This is discussed in section 5.

4. Distribution Width Criterion

[19] As mentioned above, the actual particle size distribution width is not known a priori. However, the LUT algorithm can retrieve some information about the distribution width by noting the range of \( \sigma_g \) values for which computed extinction spectra are consistent with the SAGE II and CLAES measurements. In the previous example, the LUT was able to return solutions of \( R_{\text{eff}} \) for the range 1.3 \( \leq \sigma_g \leq 2.1 \) (Figure 3). Each \( \sigma_g \) value that returns a solution, together with the retrieved value of \( R_{\text{eff}} \), is used to calculate optical depth \( \tau_c(\lambda) \) at the SAGE II and CLAES wavelengths via equations (1) and (6). The total number of particles \( N_o \) in equation (1) is varied to obtain a best fit between the LUT-calculated optical depth spectrum \( \tau_c(\lambda) \) and the measured spectrum \( \tau_m(\lambda) \). The measure of consistency between computed and measured optical depth spectra is the quantity \( \chi^2 \), defined by [Bevington, 1969]:

\[
\chi^2 = \sum_\lambda \frac{\left(\tau_m(\lambda) - N_o \tau_c(\lambda)\right)^2}{\delta^2(\lambda)}
\]  

(7a)

Here, \( \delta(\lambda) \) is the uncertainty in the measurement \( \tau_m(\lambda) \), and \( \tau_c(\lambda) \) is the computed optical depth spectrum for \( N_o = 1 \). Note that \( N_o \) is written as a premultiplier to \( \tau_c(\lambda) \) to emphasize the fact that it is used as a fitting parameter in determining the best fit spectrum. The criterion we used to determine which computed spectra are consistent with the measured spectrum is that \( \chi^2 \) must be less than or equal to one. Thus our criterion is equivalent to the rule of thumb [e.g., Bevington and Robinson, 1992] that a fit is reasonable if \( \chi^2/n \) is less than or “reasonably close to 1,” if we take the number of wavelengths to be the number of degrees of freedom, \( n \).

[20] The \( \chi^2 \) criterion is illustrated in Figure 4 for the example given in the previous section (i.e., February 1992 at 25–30°N). The right hand panel gives values of \( \chi^2 \) as a function of total number density \( N_o \) for the range of \( \sigma_g \) values that returned solutions of \( R_{\text{eff}} \). The values of \( N_o \) that minimize \( \chi^2 \) for each value of \( \sigma_g \) are used to compute the optical depth spectra shown on the left (colored dots). Also shown at left is the measured SAGE II and CLAES optical depth spectrum (black circles and error bars). The inset table lists the fitting parameters \( \sigma_g \) and \( R_{\text{eff}} \) for the computed spectra, and the corresponding minimum \( \chi^2 \) value for each \( \sigma_g \)-\( R_{\text{eff}} \) pair. The best fit between the measured and calculated spectra occurs when the value of \( \chi^2 \) is a minimum. In this example, the best fit spectrum occurs for \( \sigma_g = 1.6 \) and \( R_{\text{eff}} = 0.583 \mu m \) (marked by an asterisk in the inset table).

[21] It should be mentioned that there is an analytical solution for \( N_o \), obtained by setting the derivative of equation (7a) with respect to \( N_o \) equal to zero, as follows:

\[
\frac{\partial\chi^2}{\partial N_o} = 0 = \sum_\lambda \frac{2N_o \tau_c^2(\lambda) - 2\tau_m(\lambda)\tau_c(\lambda)}{\delta^2(\lambda)}
\]  

(8a)

Solving equation (8a) for \( N_o \) yields:

\[
N_o = \frac{\sum_\lambda \tau_m(\lambda)\tau_c(\lambda)/\delta^2(\lambda)}{\sum_\lambda \tau_c^2(\lambda)/\delta^2(\lambda)}
\]  

(8b)

Values of \( N_o \) obtained analytically by equation (8b) agree to within 0.5% of the numerically-derived values of \( N_o \) depicted in Figure 4.

[22] Figure 4 shows that the value of \( \chi^2 \) for \( \sigma_g = 2.1 \) is greater than the number of wavelengths - in this example, there are five measurement wavelengths. The maximum allowed value of \( \chi^2 \) is depicted in the right frame by the horizontal dashed line. For \( \sigma_g = 2.1 \) and \( R_{\text{eff}} = 0.564 \mu m \), there are no values of \( N_o \) that satisfy \( \chi^2 \leq 5 \). This suggests that this \( \sigma_g \)-\( R_{\text{eff}} \) pair is not consistent with the measurements. However, as in the case of solution bifurcation discussed in the previous section, should a given \( \sigma_g \)-\( R_{\text{eff}} \) pair not comply with the \( \chi^2 \) criterion, an alternative method of searching for a value of \( R_{\text{eff}} \) consistent with the measurements is implemented, as discussed in the following section.

5. Parameter Search Technique

[23] For certain values of the size distribution width \( \sigma_g \), the LUT technique is unable to retrieve a single, bounded range of \( R_{\text{eff}} \) that complies with the \( \chi^2 \) criterion using the procedure illustrated by Figures 2 and 3. This, however, does not exclude a value of \( \sigma_g \) from being a suitable measure of the aerosol distribution width. For such values of \( \sigma_g \), an alternative approach to searching for a value of effective radius consistent with the measurements is implemented. The parameter search technique (PST) varies \( R_{\text{eff}} \) and \( N_o \) to obtain computed spectra \( \tau_c(\lambda) \) that fit the measured spectrum \( \tau_m(\lambda) \) within our \( \chi^2 \) criterion (7b).
shown in each frame. The value of \( c \) corresponding values of \( s \) and \( t \) shown on the measured spectrum with spectra calculated for the range \( 2.2 \leq c \leq 3.4 \). In addition, the retrieval at \( c = 2.1 \) is not compliant with the \( \chi^2 \) criterion (equation (7b)). Figure 5 illustrates the results of applying the PST to each of these \( c \) values to determine if any values of \( R_{\text{eff}} \) are consistent with measurements. Each frame in the figure applies to the value of \( c \) printed in the upper right corner. (For the sake of brevity, results are not shown for \( c \geq 2.5 \), which are similar to those for \( c = 2.4 \).) The black dots and error bars repeated in each frame are the measured optical depths \( \tau_m(\lambda) \) and uncertainties \( \delta \tau_m(\lambda) \), while the red dots are the best fit spectrum \( \tau_r(\lambda) \) calculated from the indicated fitting parameters; \( \sigma_g \), \( R_{\text{eff}} \) and \( N_o \). The inset plots show corresponding values of \( \chi^2 \) obtained by comparing the measured spectrum with spectra calculated for the range of effective radii shown on the x axis (i.e., equation (7a)).

The value of \( R_{\text{eff}} \) that minimizes \( \chi^2 \) for the indicated value of \( c \) is used to compute the optical depth spectrum \( \tau_r(\lambda) \) shown in each frame. The \( \chi^2 \) criterion presented in the previous section (i.e., \( \chi^2 \leq 5 \)) is imposed on the PST results. The dashed horizontal line on the inset plots in Figure 5 shows the maximum allowed value of \( \chi^2 \). Of the distribution widths shown in Figure 5, the only ones to satisfy this constraint are \( c = 2.1, 2.2 \) and 2.3. The remaining values of \( c \) (i.e., \( c = 1.1, 1.2, \) and \( 2.4 \leq \leq 3.4 \)) have no computed spectra that meet our \( \chi^2 \) criterion (7b).

It is interesting to note that the PST originally retrieved a value of \( R_{\text{eff}} = 0.564 \mu m \) for \( c = 2.1 \) (Figures 3 and 4) that did not satisfy the \( \chi^2 \) criterion (7b). The PST then found for this distribution width a slightly smaller value of \( R_{\text{eff}} = 0.49 \mu m \) that has a corresponding value of \( \chi^2 \leq 5 \). Also, the LUT technique was originally unable to retrieve any allowed values of \( R_{\text{eff}} \) for \( c = 2.2 \) and 2.3, but the PST subsequently found values of \( R_{\text{eff}} \) that satisfy the \( \chi^2 \) criterion (equation (7b)) for both distribution widths. Note that the \( \chi^2 \) criterion allows the optical depth \( \tau_r(\lambda) \) calculated at a given wavelength to differ from the corresponding measured optical depth \( \tau_m(\lambda) \) by more than \( \delta \) (\( \tau_m(\lambda) \)) (as in the Figure 5 for \( c = 2.3 \) at 1.02 \( \mu m \)) provided \( \chi^2 \leq 5 \). In contrast, the LUT procedure illustrated in Figures 2 and 3 excludes values of \( R_{\text{eff}} \) if even a single precomputed ratio \( \tau_r(\lambda)/\tau_m(\lambda) \) differs from \( \tau_m(\lambda)/\tau_m(\lambda) \) by more than \( \delta \) (\( \tau_m(\lambda)/\tau_m(\lambda) \)).

The overall retrieved range of \( c \) for which either the LUT or PST produces an acceptable solution is \( 1.3 \leq c \leq 2.3 \). On the basis of this \( c \) range, the retrieved range of \( R_{\text{eff}} \) is \( 0.45 \mu m \leq R_{\text{eff}} \leq 0.64 \mu m \) (Figures 3 and 5). The lower limit of the \( R_{\text{eff}} \) range extends to slightly smaller particles than the lower limit of the range retrieved without applying the parameter search technique. The best fit estimate of \( R_{\text{eff}} \) based on calculations of \( \chi^2 \) is still \( R_{\text{eff}} = 0.583 \mu m \) for \( c = 1.6 \).

Retrievals of \( R_{\text{eff}} \) and \( c \) that make up the data set presented in paper 2 are based on the above procedures. For example, for February 1992 at 25°–30°N, the reported value of \( c \) is \( 1.6 \pm 0.5 \) while the reported value and range of \( R_{\text{eff}} \) are those obtained using both the LUT and PST techniques (i.e., best fit \( R_{\text{eff}} = 0.583 \mu m \), allowed range 0.45 to 0.64 \( \mu m \)). Note that when the remaining sections refer to retrievals by the LUT algorithm, it is understood that the PST technique was used when the LUT algorithm did not return any \( c \)-\( R_{\text{eff}} \) pairs meeting the \( \chi^2 \) criterion. Also included in our results are retrievals of particle surface area \( S \) and volume \( V \), the derivation of which is presented below.

6. Retrieval of Surface Area and Volume

Estimates and uncertainties of total particle surface area \( S \) and volume \( V \) are derived from retrieved values of the...
size distribution fitting parameters $\sigma_g$, $R_{\text{eff}}$, and $N_e$. Each retrieved set of parameters is used to calculate $dN(r)/dr$ via equation (1). Estimates of $dN(r)/dr$ are then used to determine aerosol surface area and volume distributions as follows:

$$\frac{dS}{d\ln r} = 4\pi r^2 \frac{dN(r)}{d\ln r}, \quad (9a)$$

$$\frac{dV}{d\ln r} = \frac{4\pi}{3} r^3 \frac{dN(r)}{d\ln r}, \quad (9b)$$

Figure 6 shows examples of $dS(r)/d\ln r$ (left frame) and $dV(r)/d\ln r$ (right frame) as a function of particle radius for each allowed value of $\sigma_g$ for February 1992 at 25–30°N. The table lists the values of $\sigma_g$ and the corresponding column values of integrated $S$ and $V$. Using a range of distribution widths enables the retrieval technique to put error limits on estimates of $S$ and $V$. Specifically, the technique reports the mean and standard deviation of the values of $S$ and $V$ retrieved for the range of allowed $\sigma_g$ values. In the example given, the reported values of $S$ and $V$ based on the $\sigma_g$ range listed in the table are $S = (1.31 \pm 0.08) \times 10^7 \text{m}^2\text{cm}^{-2}$ and $V = (2.33 \pm 0.10) \times 10^6 \text{m}^3\text{cm}^{-2}$.

[30] A relationship between $S$ and $V$, and the second and third moments of the size distribution, respectively, is established by integrating equations (9a) and (9b). Equation (2) can then be used to derive an expression for particle effective radius in terms of the total volume and surface area as follows:

$$R_{\text{eff}} = \frac{3V}{S} \quad (10)$$

Retrievals of $R_{\text{eff}}$ from the LUT algorithm can be compared with estimates of $R_{\text{eff}}$ based on equation (10). For example, using the above retrievals of $S$ and $V$ in equation (10) yields...
Russell et al. often bimodal. For example, however, both volcanic and nonvolcanic distributions are measured in 1997–1999, a period considered near-background. This raises the question of whether the distributions measured between August 1991 and February 1992, but failed to account for the smaller particles in the second, larger mode of several post-Pinatubo bimodal size distributions can describe the large- and small-particle modes of the “true” distribution over a range of stratospheric conditions. Russell et al. [1996] concluded that retrieved unimodal distributions accurately described the second, larger mode of several post-Pinatubo bimodal size distributions measured between August 1991 and February 1992, but failed to account for the smaller particles in the first mode. This is reasonable when the larger particle mode dominates extinction and dS(r)/dr, as occurred 1 to 2 years after the Pinatubo eruption. In these conditions, smaller particles contribute little to the measured extinction spectra (for λ > 0.385 μm). It was shown by Thomason [1991] that extinction measurements in the SAGE II spectral region have little sensitivity to particles with radius smaller than 0.1 μm. Measurements at shorter wavelengths would enhance the sensitivity to smaller particle sizes. Unfortunately, strong O3 absorption in the lower stratosphere prohibits accurate aerosol extinction measurements by solar occultation methods below a wavelength of about 0.3 μm. The contribution of such small particles to total extinction at the SAGE II wavelengths generally falls within the experimental error associated with the measurements and the retrieval algorithm. SAGE II measurements do not have the measurement accuracy or spectral range to retrieve six fitting parameters of a bimodal lognormal distribution (i.e., σg, Reff, No, σg, Reff, No). For this reason, the authors conclude that using a bimodal lognormal distribution to describe the aerosol size distribution is not feasible with the current measurement capabilities.

Figure 6. Retrieved column surface area (left frame) and volume distributions (right frame) as a function of distribution width σg for February 1992 at 25–30°N. Retrievals are shown for values of σg that return solutions of Reff using the LUT and PST techniques. The inset table lists the values of σg and the corresponding estimates of integrated S and V.

Reff = 0.536 μm. This value is slightly smaller than the best fit estimate of Reff = 0.583 μm using the LUT algorithm, but identical to the mean of the Reff values in Figures 4 and 5 (i.e., 0.536 μm).

Estimates of particle volume V can also be calculated by applying extinction-to-volume ratios (which we can assume to be 7.51 × 10^3 cm^3 μm^-1 km^-1 at 7.96 μm, and 1.52 × 10^-4 cm^3 μm^-3 km^-1 at 12.82 μm [Livingston, 1996]) directly to the CLAES 7.96 μm and 12.82 μm extinction measurements. Estimates of volume based on these extinction-to-volume ratios provide a straightforward method of checking the LUT retrievals of volume.
bias caused by assuming a unimodal functional form is incorporated into the LUT algorithm. The bias is determined by testing the algorithm's performance with synthetic extinction spectra calculated from bimodal size distributions obtained from airborne wire-impactor and balloon-borne dustsonde measurements that approximately coincide in space and time with SAGE II and CLAES measurements. Several series of aircraft observations following Pinatubo were reported by Pueschel et al. [1992, 1994] and Goodman et al. [1994]. Unfortunately, they are limited to sampling once every few months, and to the lowest altitudes of the aerosol layer (from 18 to 19 km) over western North America. Dustsonde measurements reported by Hofmann and Rosen [1983] and Deshler et al. [1992, 1993] consist of regular observations of El Chichón and Pinatubo, but are limited to a temporal resolution of about one measurement profile per month on average. Similarly, these data only apply to a single location (normally over Laramie, Wyoming), although a few flights were made at other locations. Oberbeck et al. [1983] and Knollenberg and Huffman [1983] also report in situ aerosol size data following El Chichón. In general, data before 1991 are sparse, and they are not considered here. The altitudes of measurements used for this analysis are shown in Figure 7 as a function of time. Overall, there are 1051 bimodal distributions, 95% of which are from Deshler et al. [1992, 1994] and Deshler and Oltmans [1998]. Measurements extend from March 1991 to April 1999, and from 10 to 30 km. Distributions are split into four 5-kilometer altitude bands (i.e., 10–15 km, 15–20 km, . . . , 25–30 km) in order to estimate an altitude- and time-dependent bias correction. Bias correction is not applied above 30 km because, as mentioned above, unimodal lognormals are adequate for describing aerosol distributions at higher altitudes [Deshler et al., 1993].

Bauman [2000] carried out a detailed analysis of the effect of assuming a unimodal size distribution in the LUT when the actual distribution is bimodal. The procedure was to take measured bimodal size distributions and use them to generate synthetic extinction spectra. These spectra were then input to the LUT algorithm, which retrieved the best fit unimodal lognormal size distributions. We now describe the results of this study for two cases, one in which the large mode makes the dominant contribution to surface area $S$, and the other in which the small mode is the dominant contributor. In the case of large mode dominant bimodal distributions the retrieved unimodal size distribution matched the large mode of the bimodal size distribution quite well, but failed to account for the particles in the smaller mode. This was true even in cases when the two modes had nearly the same peak value of $dS/d\ln r$. Nevertheless, the extinction spectra returned by the LUT from the unimodal distribution were in all cases a very good fit to the synthetic spectra calculated from the measured bimodal size distributions. The failure of the LUT-retrieved unimodal distributions to account for the small mode caused the LUT to overestimate $R_{\text{eff}}$ and underestimate $S$ relative to values calculated directly from the input bimodal distributions. LUT retrievals also generally overestimated $V$, though by a smaller percentage than the overestimate in $R_{\text{eff}}$ (consistent with the relationship of $R_{\text{eff}}$, $V$, and $S$ in equation (10)).

Bauman [2000] carried out the same analysis for small-mode-dominant bimodal distributions. In these cases the LUT retrieved unimodal distributions tended not to capture the large particle tail of the bimodal distributions.

Table 2. Bias Correction Coefficients

<table>
<thead>
<tr>
<th>Altitude</th>
<th>Effective Radius</th>
<th>Surface Area</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$A$</td>
<td>$B$</td>
<td>$r^2$</td>
</tr>
<tr>
<td>25–30 km</td>
<td>4.4E-05</td>
<td>9.8E-02</td>
<td>3.46E-02</td>
</tr>
<tr>
<td>20–25 km</td>
<td>3.61E-05</td>
<td>9.6E-02</td>
<td>3.08E-02</td>
</tr>
<tr>
<td>15–20 km</td>
<td>-2.46E-06</td>
<td>1.83E-01</td>
<td>1.41E-04</td>
</tr>
<tr>
<td>10–15 km</td>
<td>-4.34E-05</td>
<td>1.89E-01</td>
<td>4.19E-02</td>
</tr>
</tbody>
</table>

*The relative difference $\Delta$ between LUT-retrieved values of $R_{\text{eff}}$, $S$, and $V$ and those values calculated directly from measured bimodals is given by: $\Delta = A \times d + B$, where $d$ is the number of days since 15 June 1991. The fitted parameters $A$ and $B$ and the coefficients of determination $r^2$ are listed as a function of altitude band and retrieved parameter.
Nevertheless, there was still a near perfect match between the extinction spectra of the bimodal and the retrieved unimodal size distributions. This indicates that when the small mode dominates $S$, very large particles (which are underrepresented in the LUT-retrieved unimodal distributions) contribute little to extinction in the SAGE II spectral region. As in the case of large-mode-dominant bimodal distributions, the LUT retrievals of $R_{eff}$ are greater than those of the input bimodal distributions, while retrievals of $S$ are less. However, retrievals of $V$ tend to be less than the input bimodal values when the small mode dominates. This is consistent with equation (10) since the percentage difference between the input and retrieved values of $S$ is usually larger than the difference between corresponding values of $R_{eff}$.

(37) It should be pointed out that it is difficult to measure a statistically significant number of large particles using in situ methods. Further, adiabatic heating of decelerating air can volatilize particles entering or impacting in situ aircraft instruments, which leads to underestimates of particle size [Pueschel et al., 1994]. Lognormal fits to in situ size distributions often have relatively large error bars on the large-particle tail of the distribution [Russell et al., 1993a]. Such fits may not adequately describe measured distributions containing a significant number of large particles. Another potential source of error is that dustsonde instruments often measure more particles in the small-particle mode than do wire-impactor instruments. An underestimate in the number of small particles can also cause overestimates in calculations of effective radius. The majority of the bimodal distributions used in this analysis are dustsonde measurements, so the reader should be aware of these caveats.

(38) The difference between LUT-retrieved values of $R_{eff}$, $S$ and $V$ and values calculated directly from bimodal distributions is a measure of the error introduced into the LUT method due to the assumption of unimodality. Figure 8 shows the results of applying the above technique to each of the 1051 size distributions whose altitude and date are shown in Figure 7. Each successive frame presents a time series of the relative difference in retrievals of $R_{eff}$, $S$ and $V$ in one of the four specified altitude bands. (The altitude range is denoted in the top right corner of each frame.). The solid curves are linear fits to the data. In our final results these fits are subtracted from LUT retrievals to obtain bias-corrected retrievals. Curve fitting parameters are listed in Table 2 as a function of altitude band. Bias correction is applied to all results after 15 June 1991 presented in paper 2. Table 2 also lists “coefficients of determination” $r^2$ for each linear fit. $r^2$ is the fraction of the variance in $\Delta$ that is explained by the fitted line. The small values of $r^2$ show that time dependence explains little of the variance in bias due to assumption of unimodality.

(39) Table 3 lists the root-mean-square (RMS) and the standard deviation ($\sigma$) of the relative difference between retrieved and assumed values of $R_{eff}$, $S$ and $V$ shown in Figure 8 as function of altitude band. The values reflect the accuracy with which the LUT (prior to bias correction) is able to retrieve aerosol parameters from synthetic (i.e., error-free) measurements of extinction. The RMS value is the expected error in LUT retrievals before bias correction (again, for error-free extinction measurements). After bias correction, the uncertainty is reduced to the standard deviation. Bias correction reduces uncertainty in retrievals of $R_{eff}$, $S$ and $V$ by approximately 7%, 5% and 1%, respectively, averaged over all altitude bands. After bias correction is applied, the uncertainty in LUT retrievals is approximately $\pm20\%$ for $S$ and $V$, with slightly smaller values for $R_{eff}$. We emphasize that these uncertainties are for synthetic input extinction spectra with no uncertainty from measurement error or spatiotemporal variability. The propagation of the latter uncertainties into retrieved parameters is illustrated in Figure 2 and discussed further below.

### Table 3. Root-Mean-Square and Standard Deviation of the Relative Difference Between Retrieved and Assumed Values of $R_{eff}$, $S$, and $V$ as a Function of Altitude Band

<table>
<thead>
<tr>
<th>Altitude</th>
<th>Effective Radius</th>
<th>Surface Area</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMS $\Sigma$</td>
<td>RMS $\sigma$</td>
<td></td>
</tr>
<tr>
<td>25–30 km</td>
<td>0.251 0.193</td>
<td>0.281 0.208</td>
<td>0.249 0.218</td>
</tr>
<tr>
<td>20–25 km</td>
<td>0.217 0.167</td>
<td>0.212 0.210</td>
<td>0.192 0.184</td>
</tr>
<tr>
<td>15–20 km</td>
<td>0.251 0.174</td>
<td>0.239 0.213</td>
<td>0.225 0.224</td>
</tr>
<tr>
<td>10–15 km</td>
<td>0.265 0.184</td>
<td>0.265 0.177</td>
<td>0.205 0.205</td>
</tr>
<tr>
<td>Average</td>
<td>0.246 0.180</td>
<td>0.249 0.202</td>
<td>0.218 0.208</td>
</tr>
</tbody>
</table>

*RMS, root-mean-square; $\sigma$, standard deviation. Retrievals use synthetic extinction spectra calculated from measured size distributions, with no extinction error added.*

8. Sensitivity to Aerosol Variability and Measurement Uncertainty

(40) The method by which average extinction and its uncertainty are calculated within a sample bin (i.e., 1 month $\times$ 5° latitude $\times$ 1 km altitude) is important since the error bars on input extinction measurements primarily determine upper and lower limits on retrieved particle size, area, and volume. SAGE II and CLAES measurements are generally not coincident in space and time. Therefore atmospheric spatiotemporal variability must be taken into consideration when combining SAGE II and CLAES measurements to get a bin-averaged spectrum and its uncertainty. Instrument uncertainty must also be taken into account.

(41) The LUT sensitivity to different methods of accounting for atmospheric or sampling variability and measurement uncertainty within a month-latitude-altitude bin is examined in Figure 9. The symbols “R”, “K”, “H” and “P” indicate the time and geographic locations of eruptions of Ruiz, Kelut, Hudson and Pinatubo. The left frames are averaged extinction spectra and uncertainties for January 1991 and 1992 at 25.5 km and 15–20° N. Five alternative methods are used to compute averages and error bars (labeled a–e in the lower right corner of the leftmost
Figure 8. Results of applying the LUT algorithm to synthetic extinction spectra calculated from measured bimodal size distributions obtained from Deshler et al. [1993], Deshler and Oltmans [1998], Pueschel et al. [1992, 1994], and Goodman et al. [1994]. $R_{\text{eff}}(\text{bi})$, $S(\text{bi})$ and $V(\text{bi})$ are the effective radius, surface area and volume of the measured bimodal size distribution, and $R_{\text{eff}}(\text{uni})$, $S(\text{uni})$ and $V(\text{uni})$ are the corresponding values returned by the LUT using best fit spectra. The results for $R_{\text{eff}}$ are on the left ordinate in black, and the results for $S$ and $V$ are on the right ordinate in pink and blue, respectively. The solid curves are linear fits to the data. Curve fitting parameters are listed in Table 2.
Methods are shown in equations in the center, and correspond to: (a) mean and standard deviation of the mean; (b) mean and standard deviation of the population; (c) weighted mean and weighted uncertainty; (d) mean and combination of uncertainty in Figures 9b and 9c; and, (e) weighted mean and an estimate of the individual measurement error. The right frames show retrievals of $R_{\text{eff}}$ as a function of latitude and time, based on spectra and uncertainties in the left frames.

Figures 9. LUT sensitivity to different methods of accounting for atmospheric variability and measurement uncertainty. Left frames: Bin-averaged extinction spectra and uncertainties for January 1991 and 1992 at 25.5 km and 15–20°N. Five alternative methods are used to compute bin-averages and error bars (labeled a–e in the lower right corner of leftmost frames). Methods are shown in equations in the center, and correspond to: (a) mean and standard deviation of the mean; (b) mean and standard deviation of the population; (c) weighted mean and weighted uncertainty; (d) mean and combination of uncertainty in Figures 9b and 9c; and, (e) weighted mean and an estimate of the individual measurement error. Right Frames: Retrievals of $R_{\text{eff}}$ as a function of latitude and time, based on spectra and uncertainties in the left frames.

The relative magnitudes of the error bars on the left are noticeably different for the five alternative methods. The largest error bars result from using the population standard deviation (Figures 9b and 9d). This suggests that aerosol variability within a bin dominates the error contribution from measurement uncertainty. The right frames of Figure 9 show that it is not possible if the error bars are too small. This is the case in the year or two following the eruption of Mount Pinatubo, particularly at high latitudes.

The results presented in paper 2 use method (d) to determine the average extinction and uncertainty within a bin. This method considers both aerosol variability and measurement uncertainty, and enables the greatest occurrence of LUT retrievals. This latter point is important because it suggests that SAGE II and CLAES measurements are most consistent when both sources of uncertainty (i.e., spatiotemporal variations and measurement error) are taken into consideration when determining bin averages.
We evaluated the average relative uncertainties (i.e., $\delta/b$) in the CLAES and SAGE II measurements as a function of time and latitude at 18.5 and 25.5 km in each latitude/longitude bin. With few exceptions the CLAES relative uncertainties are in the 0 to 0.2 range. In the tropics at the lower altitude the winter-spring relative uncertainties are higher, about 0.4. At very high latitudes during the winter, values close to unity occur occasionally. The SAGE results are similar but exhibit higher uncertainties in the tropics with occasional values greater than 0.8. There are also large uncertainties at all latitudes for a year following the Pinatubo eruption. It is probable that the large SAGE II uncertainties in the tropics at 18.5 km result from variability in upper tropospheric cirrus clouds. An example of these results is presented in Figure 10, which gives the values of $\delta/b$ in the SAGE II measurements at 18.5 km. More extensive results for SAGE II and CLAES are presented by Bauman [2000].

9. Sensitivity to Refractive Index

There are numerous publications [e.g., Massie et al., 1996; Grainger et al., 1995; Liu et al., 1999] that suggest the assumed optical constants are one of the largest uncertainties in retrieving aerosol properties. Therefore the sensitivity of LUT retrievals to refractive index is examined here. This study was carried out to determine if the commonly used 300 K indices of refraction of Palmer and Williams [1975] give different results than the more recent Tisdale et al. [1998] values at 215 K. Table 1 lists estimates of the real and imaginary indices at the SAGE II and CLAES wavelengths used in this research. The indices from Tisdale et al. [1998] are determined for 215 K and are interpolated to 70.85% H$_2$SO$_4$ solution. We used 70.85% (by weight) sulfuric acid solutions because this is the expected composition of the stratospheric aerosol particles if one assumes a temperature of 215 K and an environmental water vapor mixing ratio of 3 ppmv [Steele and Hamill, 1981]. To match the Tisdale et al. [1998] indices in the infrared, the indices in Table 1 derived from Palmer and Williams [1975] include a Lorentz-Lorenz temperature correction from 300 K to 215 K and are interpolated to 70.85% H$_2$SO$_4$.

Figure 11 compares LUT retrievals of aerosol effective radius (top frames; Figures 11a and 11b) and volume (bottom frames; Figures 11c and 11d) at 25.5 km based on the refractive indices in Table 1 and on the room temperature refractive indices measured by Palmer and Williams [1975] listed in Table 4. Retrievals of $R_{\text{eff}}$ and $V$ on the left,
The largest noticeable discrepancy in retrieved values of \( R_{eff} \) occurs in the first half of 1992 in the tropics. For example, from January to June 1992 between 30°S and 30°N, the values of \( R_{eff} \) based on the set of indices in Table 4 (Figure 11b) are on average 7.5% larger than those values of \( R_{eff} \) based on the first set (Figure 11a). During this period, the LUT uses a composite of the CLAES 12.82 \( \mu \)m measurements with SAGE II data. (The period in which CLAES data were available is indicated by the gray bar at the top of each frame.) At times when only SAGE II data are available, no noticeable difference occurs between retrievals based on the two sets on indices (e.g., between Figures 11a and 11b or between Figures 11c and 11d). This suggests that the largest uncertainty in LUT retrievals due to the assumed optical constants arises from the value of refractive index at 12.82 \( \mu \)m.

Grainger et al. [1995] show that the 12.82 \( \mu \)m absorption cross section per unit volume is constant when the size parameter \( x = 2\pi r/\lambda \) is less than about 0.25. For wavelength \( \lambda = 12.82 \mu \)m, this corresponds to particle radii less than about 0.5 \( \mu \)m. Figure 11 shows that typical values of \( R_{eff} \) at this time and location are approximately 0.5 \( \mu \)m or less. Thus, for particles less than this limit the absorption at 12.82 \( \mu \)m is only weakly dependent on the shape of the distribution and can be approximated as a linear function of the aerosol volume. In this situation, measurements of absorption can be used to directly estimate aerosol volume. Furthermore, the absorption measurements at 12.82 \( \mu \)m approach the Rayleigh limit, and are proportional to the product of the imaginary refractive index and the aerosol mass [Bohren and Huffman, 1983]. Therefore an underestimate of the imaginary refractive index at 12.82 \( \mu \)m will result in an overestimate of aerosol mass. The imaginary index at 12.82 \( \mu \)m is smaller in the second set of indices (i.e., the room temperature estimates from Palmer and Williams [1975]) than in the first set (Tables 1 and 4). The second set of indices in Table 4 ascribes less absorptivity to the \( \text{H}_2\text{SO}_4 \) solution and therefore requires more aerosol mass to achieve the same absorption as a calculation based on the first set in Table 1. Thus retrievals of aerosol volume based on room temperature refractive indices from Palmer and Williams [1975] (Figure 11d) should be larger than those based on the Tisdale et al. [1998] indices (Figure 11c), which is the case.

10. Sensitivity to CLAES Measurement Wavelength

Although the CLAES instrument measures profiles of aerosol absorption coefficient at eight wavelengths, the SAGE II/CLAES composite spectra used by the LUT algorithm only include CLAES measurements at 12.82 \( \mu \)m. The reason for selecting this wavelength is based on the fact that CLAES is an emission instrument. Thus the CLAES retrieval algorithm assumes that the measured intensity comes only from the emitting particles (i.e., scattering intensity is negligible). The intensity due to scattering can be minimized by choosing a wavelength where the absorption to scattering ratio is large. This occurs where the ratio of the imaginary-to-real refractive index is large. This is the case for the 7.96 \( \mu \)m and 12.82 \( \mu \)m channels of CLAES.

The top frames in Figure 12 show the CLAES 7.96 \( \mu \)m (top left) and 12.82 \( \mu \)m (top right) extinction measurements at 25.5 km from January 1992 to May 1993. The bottom frames show corresponding retrievals of \( R_{eff} \) based on the CLAES measurements shown in the top frames. On average, values of \( R_{eff} \) based on the 7.96 \( \mu \)m extinction measurements are 12% larger than those based on 12.82 \( \mu \)m. The largest discrepancy between the two retrievals of \( R_{eff} \) occurs in early to mid-1992. During this period values of \( R_{eff} \) based on

Table 4. Complex Refractive Index at the SAGE II and CLAES Wavelengths From Palmer and Williams [1975] at 300 K and Interpolated to 70.85% \( \text{H}_2\text{SO}_4 \). Assuming the Environment Contains 3 ppmv of Watera

<table>
<thead>
<tr>
<th>( \lambda ), ( \mu )m</th>
<th>n</th>
<th>k</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.385</td>
<td>1.4421</td>
<td>*</td>
<td>Palmer and Williams [1975]</td>
</tr>
<tr>
<td>0.453</td>
<td>1.4270</td>
<td>*</td>
<td>Palmer and Williams [1975]</td>
</tr>
<tr>
<td>0.525</td>
<td>1.4258</td>
<td>*</td>
<td>Palmer and Williams [1975]</td>
</tr>
<tr>
<td>1.020</td>
<td>1.4157</td>
<td>*</td>
<td>Palmer and Williams [1975]</td>
</tr>
<tr>
<td>12.82</td>
<td>1.6938</td>
<td>0.1663</td>
<td>Palmer and Williams [1975]</td>
</tr>
</tbody>
</table>

*aThe imaginary indices (k) marked * are \( \leq 10^{-6} \).
12.82 μm are consistent with estimates of Reff of Lambert et al. [1997] at 25 km.

[51] Measurements at 12.82 μm are further from the strong H2SO4 absorption feature at 8.4 μm. Thus they are thus less subject to saturation in the tropics immediately following the Pinatubo eruption than are the 7.96 μm extinction measurements. In addition, the average percent precision is greater at 12.82 μm [Massie et al., 1996] and there are numerous corrective studies using the CLAES 12.82 μm measurements. For these reasons, results presented in paper 2 are based solely on a compilation of SAGE II data with the CLAES 12.82 μm measurements.

11. Broader Applicability of the LUT Algorithm

[52] The use of the LUT algorithm is not restricted to the SAGE II or CLAES instruments, or to the wavelengths used by these instruments. It can be used with other remote sensing systems such as HALOE, POAM II and SAGE III. The number and range of wavelengths used by the algorithm can be extended to accommodate these instruments, provided reasonably accurate information about the refractive index is available at a given wavelength (see section 9 for guidance on required accuracy). The LUT technique can also retrieve aerosol properties from a set of hypothetical measurements at different wavelengths. Comparing retrieval errors for different sets of measurement wavelengths could potentially contribute to an instrument design with optimum wavelength channels in future remote sensing measurement missions.

12. Summary and Conclusions

[53] We have described the methods used to produce a global climatology of the stratospheric aerosol using data from two satellite instruments: the Stratospheric Aerosol and Gas Experiment (SAGE II) and the Cryogenic Limb Array Etalon Spectrometer (CLAES). The climatology includes values and uncertainties of measured extinction and optical depth, and of retrieved particle effective radius Reff, distribution width σg, surface area S and volume V. As a basis for aerosol retrievals, a multiwavelength look-up table (LUT) algorithm was developed. The algorithm matches satellite-measured extinction ratios to precomputed ratios that are based on a range of unimodal lognormal size distributions. It can retrieve information about distribution width by noting the range of σg values for which computed extinction spectra are consistent with satellite measurements. For cases where the basic algorithm does not find an acceptable match between measured and precomputed extinction spectra, the LUT is augmented with a parameter search technique (PST). The combination of the LUT and PST with data from both satellites allows us to retrieve values of Reff, σg, S, and V over a wider range of conditions and from a wider range of wavelengths than used by other methods. The greater wavelength range helps constrain retrieved results, especially in postvolcanic conditions when particle sizes are greatly increased and SAGE II extinction spectra become essentially independent of wavelength.

[54] Our method includes an altitude- and time-dependent procedure that uses bimodal size distributions from in situ measurements to estimate the bias and uncertainty introduced by assuming a unimodal functional form. Correcting for this bias reduces uncertainty in retrievals of Reff, S and V by about 7%, 5% and 1% (averaged over all altitude bands), leaving remaining uncertainties from the unimodal assumption of about ±18%, ±20% and ±20%, respectively. Additional uncertainties, which result from measurement error and spatiotemporal variability, are evaluated by propagating input uncertainties through the LUT-PST algorithm. Resulting overall uncertainties in retrieved Reff, S and V vary with location and aerosol condition (e.g., volcanic versus nonvolcanic) and are reported in paper 2 along with the climatology of Reff, S and V. In this paper we examine the sensitivity of our retrievals to refractive index and measurement wavelength. We find, for example, that changing refractive index from a value for the stratospheric temperature of 215 K to that for 300 K can increase retrieved Reff by ~7.5%, owing largely to effects at the CLAES 12.82 μm wavelength. When only SAGE II wavelengths are used, corresponding changes in Reff are much smaller.

[55] The LUT algorithm can be applied to other wavelengths and data from other instruments, such as HALOE, POAM II and SAGE III. In the accompanying paper [Bau-
it is used with SAGE II and CLAES data to derive a stratospheric aerosol climatology extending over the 14-year, 9-month period December 1984 to August 1999.
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