The sensitivity of surface mass loading displacement response to perturbations in the elastic structure of the crust and mantle
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Abstract Surface mass loads generate a rich spectrum of deformation responses in the solid Earth that might be exploited to probe the material properties of the crust and mantle. Here we present a detailed examination of load-induced surface displacements and their sensitivities to systematic perturbations in elastic Earth structure. We compute Love numbers and displacement load Green’s functions (LGFs) by integrating the equations of motion for spheroidal deformation of a radially heterogeneous and self-gravitating Earth. Sensitivity kernels are derived for individual Love numbers numerically using finite differences and quasi-analytically using calculus of variations. We then generate sensitivity kernels for displacement LGFs by systematically perturbing the preliminary reference Earth model. We find that displacement LGFs are most sensitive to elastic structural perturbations within 500 km depth from the surface and for short source-receiver distances. For separate perturbations to the shear modulus, bulk modulus, and density within the crust and mantle, the sensitivity kernels exhibit unique patterns, consistent with the possibility to constrain the parameters independently given a spatially distributed set of sufficiently accurate loading response observations. The sensitivity to density structure, however, is generally weak in comparison to elastic structure. We also examine the sensitivity of surface displacements caused by M3 ocean tidal loading (OTL) to systematic perturbations in the elastic moduli and density. Since OTL-induced surface displacements are load and site dependent, we focus on high-resolution profiles across Iceland as a case study. The sensitivity kernels constitute a key element in the formulation of the inverse problem with application to geodetic tomography.

1. Introduction

Surface mass loading (SML) deforms the solid Earth in a manner controlled by the material properties of the interior. Examples of surface mass loads include oceans, lakes, rivers, reservoirs, the atmosphere, and seasonal precipitation. Since surface mass loads excite both elastic and gravitational responses in the solid Earth, we are motivated by the prospect of using observed SML-induced surface displacements, perhaps in combination with seismic observations, to probe the composition of the crust and mantle [e.g., Baker, 1980; Ito and Simons, 2011]. In addition to refining models of Earth’s rheological structure, the geodetically inferred constraints on material properties could potentially shed light on mantle mechanics, such as the long-term stability of continental cratons [e.g., Jordan, 1978].

The concept of using SML-induced deformation to probe Earth’s interior structure emerged several decades ago [e.g., Takeuchi, 1950; Longman, 1962, 1963; Farrell, 1972], yet early attempts to implement the theory using gravity, strain, and tilt measurements were limited in effectiveness due to insufficient spatial coverage of available observations, calibration uncertainties, and high sensitivities to local variations in material properties [e.g., Baker, 1980, 1984; Baker and Bos, 2003]. Space-based geodetic techniques, such as the Global Positioning System (GPS), do not suffer from the same sparsity or sensitivity constraints and may be used to discern centimeter level SML-induced surface displacements with submillimeter precision [e.g., Agnew, 2015; Penna et al., 2015; Martens et al., 2016].
generally to the elastic displacement of the solid Earth in response to any surface mass load, we often refer to OTL-induced surface displacements as pertinent and illustrative examples.

Ito and Simons [2011] used residual OTL-induced surface displacements to invert for small deviations in the elastic moduli and density relative to the preliminary reference Earth model (PREM) [Dziewonski and Anderson, 1981] beneath the western United States. The study, however, inadvertently neglected the geocenter motion induced by the redistribution of surface mass when computing the forward model [e.g., Fu et al., 2012; Wu et al., 2012]. As a result, the displacement load Green's functions (LGFs) yielded OTL response predictions in a reference frame inconsistent with the corresponding GPS observations. Thus, the residual surface displacements, which the authors attributed to unmodeled Earth structure, primarily reflected the long-wavelength differences between the two reference frames. Furthermore, the study used just a single year of GPS data, assumed an errorless model for the solid Earth body tides (SEBTs), and disregarded contributions to the time series from minor tidal harmonics, which compounded the uncertainties in their derived Earth model [Yuan and Chao, 2012].

More recently, Yuan and Chao [2012] and Yuan et al. [2013] reported spatially coherent residuals between GPS-inferred and forward modeled OTL-induced surface displacements across a global distribution of sites located more than 150 km inland of the coast, where the influence of errors in the ocean tide models is significantly diminished. The regional-scale spatial coherency was interpreted to indicate possible deficiencies in the adopted SEBT model. Moreover, Penna et al. [2015] and Bos et al. [2015] found spatially coherent discrepancies between observed and predicted OTL-induced surface displacements across western Europe. Adjusting the value for the shear modulus in the asthenosphere by invoking frequency-dependent dissipation effects within the mantle improved the model fit to their observations. In addition, Martens et al. [2016] observed spatial coherency among residual $M_2$ OTL-induced surface displacements across South America.

Given the inferred spatial coherencies in residual OTL-induced surface displacements, as well as the accuracy of modern Global Navigation Satellite System (GNSS) measurements [e.g., Penna et al., 2015] and of modern tide models [e.g., Stammer et al., 2014], the possibility to constrain Earth structure from observations of SML-induced deformation appears increasingly tractable. Prior to inversions for material properties, however, the sensitivity of the deformation response to perturbations in Earth structure must be investigated. Here we focus on the sensitivities of SML-induced displacements to systematic perturbations in the elasticity and density of the crust and mantle.

Previous studies that explored the level of structural sensitivity contained within load-generated response signals have focused primarily on comparisons between published LGFs for a few seismologically derived Earth models [e.g., Francis and Mazzega, 1990; Penna et al., 2008; Wang et al., 2012; Yuan et al., 2013], which cannot resolve the sensitivities to individual model parameters independently. In other words, comparisons of LGFs from different reference Earth models provide a general sense for the average magnitude and pattern of structural sensitivity but do not provide distinct information about the effects of layer thickness, perturbation depth, or elastic parameter. Vector differences between pairs of predicted OTL-induced surface displacements derived from various combinations of one-dimensional Earth models and modern ocean tide models are at the submillimeter level or less for most land-based locations [e.g., Penna et al., 2008; Wang et al., 2012; Yuan et al., 2013; Martens et al., 2016].

Isolating the influence of various factors, such as the particular elastic parameter and depth of the perturbation, can further elucidate details of Earth’s elastic response to SML. In particular, Baker [1980] computed variations in tilt LGFs derived from individual perturbations to the two elastic moduli and density, albeit for only two separate layers in the crust and upper mantle. Other studies have also explored changes in the LGFs due to controlled differences in the material properties but focused solely on near-surface structure [e.g., Bos, 2010; Wang et al., 2012; Dill et al., 2015]. As expected, perturbations to crustal structure predominantly affect the high-degree load Love numbers and therefore the LGFs in the near field ($<1^\circ$) [e.g., Baker, 1980; Francis and Mazzega, 1990].

For regional or global analyses of SML-generated deformation, however, mantle structure also has a significant influence on the deformation response [e.g., Ito and Simons, 2011]. Furthermore, in the case of OTL, coastal stations near the load, which are very sensitive to local crustal structure, are also highly susceptible to errors
in the input tide model as well as to the method of coastline refinement adopted by the requisite convolution process and therefore may be of limited use in OTL-based geodetic tomography [Bos and Baker, 2005; Penna et al., 2008; Yuan et al., 2013].

Ito and Simons [2011] computed displacement LGF sensitivities numerically for perturbations to the two elastic moduli and density as a function of depth and distance to the load. They concluded that displacements excited by SML are most sensitive to elastic structural perturbations within a few hundred kilometers of the surface and also found a lack of trade-off between the kernels for density and the elastic moduli. The study did not, however, control the effects of layer thickness on response amplitude and also inadvertently contaminated the density kernel with extraneous perturbations to the elastic moduli. The contamination stemmed from parameterizing the input Earth model in terms of seismic velocities rather than the elastic moduli. In other words, density was perturbed with the P wave ($V_p$) and S wave ($V_s$) velocities held constant instead of the shear ($\mu$) and bulk ($\kappa$) moduli held constant, resulting in unintended perturbations to the elastic moduli with each density perturbation.

Adopting a more analytical approach, Okubo and Saito [1983] used calculus of variations to explore the sensitivities of potential, load, and shear Love numbers to independent perturbations of the two elastic moduli and density as a function of depth. Okubo and Endo [1986] expanded upon the theory of Okubo and Saito [1983] to address the special case of the degree 1 spherical harmonic. Further, Okubo [1988a] and Okubo [1988b] outlined a method to derive partial derivatives of the vertical and horizontal displacement LGF from summations of the load Love number partial derivatives.

Here we quantify the sensitivities of Love numbers, displacement LGFs, and OTL-induced surface displacements to systematic perturbations in elastic and density structure through the crust and mantle at a variety of spatial scales. We begin by reviewing the numerical and quasi-analytical methods for computing partial derivatives of the Love numbers. Our results include a specific discussion of the partial derivatives for high-degree load Love numbers, which had not been included in previous studies. We then compute LGF sensitivity kernels numerically, revising and expanding upon the work of Ito and Simons [2011] by recomputing the density kernel as well as varying the layer thicknesses in a controlled manner. Finally, we perform a case study to quantify the sensitivity of OTL-induced surface displacements to systematic perturbations in elastic and density structure along two high-resolution ($\approx 1$ km spacing) profiles across Iceland.

In summary, we compute sensitivity kernels for the Love numbers, displacement LGFs, and OTL-induced surface displacements as a function of (1) elastic model parameter, (2) displacement spatial component, (3) distance between the applied load and the measurement site, (4) depth of the perturbation, and (5) thickness of the perturbed layer. Our objective is to characterize the sensitivity of OTL-induced surface displacements to variations in elastic Earth structure. The techniques we develop here are directly applicable to future tomographic inversions using observations of SML-induced surface deformation. In particular, sensitivity kernels representing the effects of perturbed elastic material properties on the SML-induced surface displacements may be used to relate a model for Earth structure to the surface displacement observations in the linearized inverse problem.

2. Methodology

Love numbers are dimensionless parameters that characterize the elastic deformation of Earth to applied body forces and surface tractions [Love, 1911; Munk and MacDonald, 1960]. For example, we commonly represent the response of an elastic Earth to an external gravitational potential, $V$, by a set of three real-valued and dimensionless Love numbers: $h_n(r), k_n(r),$ and $l_n(r)$. The $l_n(r)$ parameter is alternatively referred to as the Shida number. Although the parameters exhibit a radial dependence, here we consider deformation observed only at Earth’s surface and thus drop the (r) notation.

The radial displacement, $u_n$, of Earth’s surface in response to the application of an external gravitational potential of spherical harmonic degree, $n$, is given by [e.g., Agnew, 2015]

$$u_n = h_n \frac{V_n}{g},$$

where $g$ is the gravitational acceleration at Earth’s surface, $V_n$ represents the equilibrium potential height, and $h_n$ scales the equilibrium height to a vertical displacement response commensurate with the density
and elastic properties of Earth’s interior. Gravitational self-attraction, generated by the redistributed mass, is accounted for in the response parameter $h_n$ [e.g., Munk and MacDonald, 1960]. Analogously, the Shida number $I_n$ is defined as the horizontal displacement response relative to the gradient of the equilibrium potential height. The parameter $k_n$ characterizes the change in the gravitational potential resulting from the redistribution of mass that occurs in response to the external potential field.

The Love and Shida numbers presented thus far describe the response of the elastic Earth to an external gravitational potential; thus, we refer to them as potential Love numbers. A second class of Love numbers, referred to as load Love numbers (LLNs), describes the elastic deformation of Earth in response to normal tractions, typically applied at Earth’s surface [e.g., Munk and MacDonald, 1960; Longman, 1962; Saito, 1978].

External surface mass loads come from a variety of sources, including glaciers, lakes, the atmosphere, and oceans. The load Love numbers are distinguished from the potential Love numbers by a superscript prime: $h'_n$, $f'_n$, and $k'_n$. A third class of Love numbers characterizes Earth’s response to tangential tractions [e.g., Saito, 1978], distinguished from the other classes by superscript double primes ($h''_n$, $f''_n$, and $k''_n$) and known as shear Love numbers. Only six of the nine Love numbers from the three sets (potential, load, and shear) are independent, and expressions exist to relate the Love numbers to one another [e.g., Molodenskiy, 1977; Saito, 1978; Lambeck, 1988].

To derive the various sets of Love numbers, we solve the equations of motion for spheroidal deformation of a self-gravitating, radially heterogeneous, spherically symmetric, nonrotating, elastic and isotropic (SNREI) Earth [e.g., Alterman et al., 1959; Longman, 1962; Takeuchi and Saito, 1972]. The equations of motion are given by

\begin{align}
\ddot{y}_1 &= -2\frac{\dot{y}_1}{r} + \frac{y_2}{r} + \frac{\lambda C y_3}{r}, \\
\ddot{y}_2 &= \left[-\omega^2 pr^2 - 4pg\frac{1}{A} + \frac{4\mu B}{A}\right] \frac{y_2}{r} - \frac{4\mu}{r} y_2 - \frac{r C p g r - 2\mu B C}{A} \frac{y_3}{r^2} + \frac{C y_4}{r} - \rho y_6, \\
\ddot{y}_3 &= \frac{y_1}{r} + \frac{y_2}{r} + \frac{y_4}{r}, \\
\ddot{y}_4 &= \left[g pr - \frac{2\mu B}{A}\right] \frac{y_1}{r} \frac{y_2}{r^2} - \frac{\lambda y_2}{r} + \left[-\omega^2 pr^2 + \frac{4\mu}{A}\lambda(2n^2 + 2n - 1) + 2\mu(n^2 + n - 1)\right] \frac{y_3}{r^2} - \frac{3y_4}{r} - \frac{y_5}{r}, \\
\ddot{y}_5 &= 4\pi G p y_1 + y_6, \\
\ddot{y}_6 &= -4\pi G p C \frac{y_3}{r} + \frac{C y_5}{r^2} - \frac{2y_6}{r},
\end{align}

where $A = \lambda + 2\mu$, $B = 3\lambda + 2\mu$, $C = n(n + 1)$, $\lambda$ and $\mu$ are Lamé parameters, $\rho$ is density, $g$ is gravity, $G$ is the universal gravitational constant, and $\omega$ is the forcing frequency. The variables $y_1$ and $y_2$ characterize the radial and tangential displacements, respectively; $y_3$ and $y_4$ characterize the radial and tangential stress, respectively; $y_5$ characterizes the gravitational potential; and the equation for $y_6$ defines $y_6$. Dots represent differentiation with respect to $r$. As an aside, we note that Takeuchi and Saito [1972] adopt a different convention for the definition of $y_6$, which requires a slight adjustment to the surface boundary conditions.

Only three of the six linearly independent solutions to the equations of motion (equation (2)) are bounded at the origin. We compute the three sets of starting solutions using analytical formulae for a homogeneous sphere [Takeuchi and Saito, 1972]. We then propagate the three solution sets through a radially heterogeneous Earth model to the surface for each spherical harmonic degree. Appropriate boundary conditions are applied across each internal interface, including solid-fluid boundaries [Takeuchi and Saito, 1972], as well as at the surface. Our internally developed software package (LoadDef) integrates the equations of motion using a Runge-Kutta algorithm and adaptive step sizing. Beyond spherical harmonic degree 20, we begin integration within the mantle for reasons of numerical stability. We retain the inertial factors in the equations of motion and set the forcing frequency equivalent to the $M_2$ tidal harmonic.

Although here we focus primarily on LLNs derived for mass loading boundary conditions at the surface [e.g., Longman, 1962, 1963; Melchior, 1983; Guo et al., 2004], additional Love numbers, including potential and shear, may be computed by adopting alternative surface boundary conditions, several of which are listed in Table 1.

To compute the displacement LGFs, which represent the response to a delta function unit normal force at Earth’s surface, we combine the LLNs in spherical harmonic expansions [Farrell, 1972]. The amplitudes of the
In summary, the displacement LGFs are computed using the formulae of the asymptotic expansions, respectively, for the vertical displacement LLN (i.e., $\lim_{n+\infty} h'_n \approx h'_\infty$ and $h''_\infty$) and $l'_\infty$ and $l''_\infty$ represent the first- and second-order coefficients of the asymptotic expansions, respectively, for the horizontal displacement LLN (i.e., $\lim_{n+\infty} l'_n \approx l'_\infty + l''_\infty$).
for the horizontal displacement LLN (i.e., $\lim_{n \to \infty} n^n l'_{n\infty} \approx l'_{\infty} + \frac{1}{n} l''_{n\infty}$) [Guo et al., 2004]. Because the analytical expression for the second-order Legendre sum (second term in equation (6)) becomes undefined for $\theta = 180^\circ$, the displacement LGFs at that angular distance are computed by extrapolation of neighboring values with a resolution of 1 in 1000 [Guo et al., 2004].

Since estimates of site positions derived from analysis of GPS observations are usually referred to the center of mass of the entire Earth system (CM) [e.g., Wu et al., 2012; Agnew, 2015], we convert the LGFs, computed initially in a solid Earth centered (CE) reference frame, to the CM reference frame by making the appropriate modifications to the degree 1 LLNs [Blewitt, 2003]:

$$
\begin{align*}
[h'_1]_\text{CM} &= [h'_1]_\text{CE} - 1 \\
[l'_1]_\text{CM} &= [l'_1]_\text{CE} - 1 \\
[1 + k'_1]_\text{CM} &= [1 + k'_1]_\text{CE} - 1.
\end{align*}
$$

(7)

To predict SML-induced surface displacements for a load of finite size, we convolve the displacement LGFs with a model for the surface mass load [e.g., Farrell, 1973; Baker, 1984; Agnew, 2015]. The equation for the predicted displacement response is given by

$$
U(r, S, \rho_z, Z) = \int_{\Omega'} G(|r - r'|, S) \rho_z(r') Z(r') \, d\Omega',
$$

(8)

where $U$ is the SML-induced surface displacement at observation point $r$, $\rho_z$ is the mass density of the load at the load point $r'$, $G$ is the LGF representing the displacement response of a radially symmetric Earth to a 1 kg point load, and $Z$ represents the height of the load at point $r'$. The integral is taken over the entire surface of the Earth, $\Omega'$. Note that the LGF depends on distance to the load as well as Earth structure, $S$, which varies with radius inside the SNREI Earth (e.g., PREM). Thus, the predicted response, $U$, depends on the position of the measurement site relative to the applied load as well as on Earth structure and the particular load model.

For the special case of OTL, $\rho_z$ is the density of seawater, $Z$ is complex valued to represent both the amplitude and phase of the tide height, and the integral is evaluated only over the surface area of the oceans. Since ocean tidal loads are complex valued, $U$ also becomes complex valued, returning both amplitude and phase components for the predicted OTL-induced surface displacements. The frequency of the response is equivalent to the frequency of the tidal harmonic.

To complete the workflow, we compute the entire forward model, from integration of the equations of motion to the convolution of the LGFs with a load model, within our LoadDef software. Our evaluation of equation (8), however, is closely modeled after the SPOTL package [Agnew, 1997, 2012]. In particular, LoadDef adopts a station-centered template grid, which simplifies the ability to refine the integration grid around a station, include multiple loading models, and compute specific LGFs at the grid nodes [Goad, 1980; Agnew, 1997, 2012].

Since the mass loads that we consider are confined to Earth’s surface, equation (8) may be expanded as [e.g., Harrison, 1985; Agnew, 1997]

$$
U(r, S, \rho_z, Z) = \int_0^{2\pi} \int_0^\pi G(\theta, S) \rho_z(\theta, \alpha) Z(\theta, \alpha) T(\alpha) \, a^2 \sin \theta \, d\theta \, da,
$$

(9)

where $\theta$ is the angular distance between the observer at $r$ and a particular load point; $T(\alpha)$ is a trigonometric factor used to decompose the predicted horizontal displacements into separate vector components (for the vertical displacements, $T(\alpha) = 1$); $\alpha$ is the azimuth of a particular load point relative to the observer, measured clockwise from north; and $a$ is Earth’s radius. Note that for a station-centered template grid, the station is considered to be located at the pole of a spherical coordinate system, where $\theta$ is the polar angle and $\alpha$ is the azimuthal angle.

We evaluate equation (9) using numerical integration methods. Specifically, we discretize the surface integral into finite-sized cells and evaluate the integrand at the midpoint of each cell. Since the LGFs vary most rapidly in the near field, we increase the spatial resolution of the grid substantially in the immediate vicinity of the station (measurement site) by reducing the increment in the polar angle, $\Delta \theta$. The increment in the polar angle
may be greater in the far field since changes in the LGF as a function of \( \theta \), as well as the absolute value of the LGF, diminish dramatically at large \( \theta \). We therefore generate an integration grid with tapered resolution as a function of distance to the station: \( \Delta \theta = 0.001^\circ \), or about 100 m, within \( \theta = 1^\circ \); \( \Delta \theta = 0.01^\circ \) from \( \theta = 1^\circ - 10^\circ \); \( \Delta \theta = 0.1^\circ \) from \( \theta = 10^\circ - 90^\circ \); and \( \Delta \theta = 1.0^\circ \) beyond \( \theta = 90^\circ \). For each \( \theta \) in the integration grid, we set the increment in the azimuthal angle, \( \Delta \alpha \), to 0.1°. The integration over finite grid cells alleviates the problem of the singularity in the LGFs at \( \theta = 0 \), which we also mitigate prior to integration using suitable normalization factors [Agniew, 1997, 2012].

Since the integration mesh is irregular, standard methods for estimating the quadrature accuracy cannot be directly applied [e.g., Press et al., 2007, chap. 4]. Given the numerical integration technique described above, an analytical estimation of the quadrature error would require an evaluation of the variation in the second derivative of the integrand from equation (9) over each cell. Instead, we compare predicted displacements derived from grids of different resolution to place bounds on the uncertainty in the discrete convolution. Using this strategy, we estimate that the bounds on the absolute error in the predicted displacements, \( U \), are on the order of 0.01 – 0.1 mm for \( M_2 \) OTL. Furthermore, we are primarily concerned with the vector differences, \( |U_1 - U_2| \), between pairs of predicted OTL-induced surface displacements derived from different Earth models. Since the derivatives of the integrand in equation (9) do not vary much for small perturbations to Earth structure, the bounds on the quadrature error may be reduced to about 0.1 \( \mu \)m when considering the vector differences between pairs of predicted displacements.

In addition to quadrature errors, the discrete tide models can be imprecise near coastal boundaries. Thus, we refine the ocean tide models around the coastlines by first extrapolating the complex-valued tide heights inland by one grid cell, then interpolating the tide model onto the integration grid, and finally, applying a land-sea mask based on ETOPO1 [Amante and Eakins, 2009] in the far field and Global Self-consistent, Hierarchical, High-resolution Shoreline database (GSHHS) [Wessel and Smith, 1996] within 1.5° of the measurement site. ETOPO1 provides global topographic and bathymetric relief information at 1 arc min resolution. GSHHS provides global shoreline information, which we adopt at full resolution. Around the Antarctic, we allow the ocean model grid to define the coastline since ETOPO1 registers floating ice shelves as landmasses, but the tides remain active in those regions.

Although the tide models, method of coastline refinement, and adopted values for seawater density have been shown to generate erroneous OTL-induced displacement predictions at the level of \( \approx 1–5\% \) [e.g., Bos and Baker, 2005; Penna et al., 2008], here we only consider the differential displacement response. Thus, our results are not sensitive to the usual, and often dominant, sources of prediction error. In other words, we focus on perturbing the structural properties of the solid Earth while keeping the load model, load density, and convolution procedure consistent throughout each comparison.

### 3. Results

#### 3.1. Love Number Sensitivities

We first explore the sensitivity of Love numbers to perturbations in the elastic moduli, \( \mu \) and \( \kappa \), and density, \( \rho \). The sensitivity kernels, \( K \), are computed as

\[
K_{j,p,H} = \frac{H(m + \Delta m_p) - H(m)}{\Delta m_p} = \frac{\Delta H}{\Delta m_p},
\]

where \( j \) corresponds to a particular perturbed layer, \( p \) corresponds to the model parameter being perturbed (\( \mu, \kappa, \) or \( \rho \)), and \( H \) corresponds to a particular Love number, which depends on Earth structure, \( m \). The perturbation to structure, \( \Delta m_p \), involves a perturbation to the \( p \) model parameter in layer \( j \); all other model parameters remain unperturbed.

The sensitivity kernels may be computed both numerically [Ito and Simons, 2011] and quasi-analytically [Okubo and Saito, 1983; Okubo and Endo, 1986; Okubo, 1988a]. For the numerical computation, we derive the Love numbers using two Earth models, the reference model and the perturbed model, and compute the finite differences explicitly. For the quasi-analytical computation, we follow the procedure of Okubo and Saito [1983] to derive the partial derivatives of the Love numbers, supplemented by the theory of Okubo and Endo [1986] for the special case of spherical harmonic degree \( n = 1 \). We consider only perturbations to the solid mantle.
Figure 1. Partial derivatives of degree 2 load Love numbers with respect to the shear modulus, \( \mu \), the bulk modulus, \( \kappa \), and density, \( \rho \), for Earth model PREM [Dziewonski and Anderson, 1981]. The partials have been multiplied by the depth profile of each elastic parameter, making them dimensionless. The horizontal axes are in units of \( 10^{-4} \text{ km}^{-1} \). The figure may be compared with Figure 1b in Okubo and Saito [1983], which was computed for Earth model 1066A.

and disregard the core regions. Unlike the SEBTs, the deformational influence of OTL is concentrated primarily within the upper mantle and crust, thereby justifying our neglect of perturbations to core structure [e.g., Ito and Simons, 2011; Bos et al., 2015].

The quasi-analytical technique, which is rooted in variational calculus, employs the same approach used to derive partial derivatives of surface wave phase velocities in seismology [e.g., Jeffreys, 1961; Takeuchi and Saito, 1972]. In particular, the method takes advantage of Rayleigh's principle to estimate variations in the LLNs due to small perturbations in the elastic and density structure, without relying on numerical differentiation [Okubo and Saito, 1983].

Integrated combinations of the partial derivatives yield the predicted variations in the Love numbers [Takeuchi and Saito, 1972; Okubo and Saito, 1983]. Formally, the change in a Love number due to elastic structural perturbations is given by

\[
\delta H_n = \int_{\text{CMB}} \left\{ \frac{\partial H_n}{\partial \rho}(r) \delta \rho(r) + \frac{\partial H_n}{\partial \kappa}(r) \delta \kappa(r) + \frac{\partial H_n}{\partial \mu}(r) \delta \mu(r) \right\} \, dr \tag{11}
\]

where we use \((\rho, \kappa, \mu)\) as independent parameters. In equation (11), \( H_n \) represents a particular Love number (e.g., \( h_0', h_0'', h_2', h_2'', h_4' \) or \( h_0'' \)), CMB represents the core-mantle boundary, \( a \) is the Earth radius, and the partial derivatives are defined per unit thickness of the perturbed layer.

Figure 1 shows partial derivatives of degree 2 LLNs based on the crust and mantle structure of PREM. The partial derivatives are computed with respect to the bulk modulus, \( \kappa \), shear modulus, \( \mu \), and density, \( \rho \). Partial derivatives of the potential, load, and shear Love numbers derived from PREM for additional spherical harmonic degrees as well as from reference Earth model 1066A [Gilbert and Dziewonski, 1975] for spherical harmonic degree 2 [cf. Okubo and Saito, 1983, Figure 1] are provided in the supporting information (Figures S1–S17). As noted by Okubo and Saito [1983], the partial derivatives of \( h_0' \) with respect to \( \kappa \) and of \( l_2'' \) with respect to \( \mu \) are largest in the crust due to the strong influence of compressibility and rigidity on normal and tangential tractions, respectively, applied at the surface.
Table 2. Comparison of Degree 2 Load Love Number Partial Derivatives for a Homogeneous Sphere, Computed Quasi-Analytically Using Calculus of Variations and Numerically Using Finite Differences\(^a\)

<table>
<thead>
<tr>
<th></th>
<th>Magnitude of Linear Perturbation</th>
<th>Quasi-Analytical Solution Ratio of Quasi-Analytical to Numerical Partial Derivatives</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+0.1%</td>
<td>+0.5%</td>
</tr>
<tr>
<td>(\partial h' / \partial \mu)</td>
<td>0.5891</td>
<td>1.0008</td>
</tr>
<tr>
<td>(\partial l' / \partial \mu)</td>
<td>0.1292</td>
<td>1.0008</td>
</tr>
<tr>
<td>(\partial k' / \partial \mu)</td>
<td>0.3374</td>
<td>1.0008</td>
</tr>
<tr>
<td>(\partial h' / \partial \kappa)</td>
<td>-0.0851</td>
<td>1.0011</td>
</tr>
<tr>
<td>(\partial l' / \partial \kappa)</td>
<td>0.0194</td>
<td>1.0011</td>
</tr>
<tr>
<td>(\partial k' / \partial \kappa)</td>
<td>-1.3124</td>
<td>0.9980</td>
</tr>
<tr>
<td>(\partial h' / \partial \rho)</td>
<td>0.1050</td>
<td>0.9994</td>
</tr>
<tr>
<td>(\partial l' / \partial \rho)</td>
<td>-0.4139</td>
<td>0.9974</td>
</tr>
</tbody>
</table>

\(^a\)The model parameters considered here are the shear modulus, \(\mu\), bulk modulus, \(\kappa\), and density, \(\rho\). The original (unperturbed) homogeneous sphere has properties of \(V_p = 10,000\) m s\(^{-1}\), \(V_s = 5000\) m s\(^{-1}\), and \(\rho = 5000\) kg m\(^{-3}\). The perturbations are computed as a linear percentage of the original model and applied to the entire sphere. All parameters were normalized: \(\mu\) and \(\kappa\) by a factor \([\bar{\rho} \times a^2 \times t^{-2}]\) and \(\rho\) by a factor \(\bar{\rho}\), where \(a\) is Earth’s radius (6,371,000 m), \(\bar{\rho}\) is Earth’s approximate mean density (5500 kg/m\(^3\)), and \(t = 1 / \sqrt{\bar{\rho}G}\). The Love numbers are, by definition, nondimensional. Note that the quasi-analytical partial derivatives are derived independent of a specified perturbation to the elastic parameters (i.e., they do not require explicit numerical differentiation).

Figure 2. Same as Figure 1 but for spherical harmonic degree \(n = 100\). Note that the sensitivity drops off rapidly beneath about 300 km depth from the surface. Perturbations to the density structure at deeper depths continue to affect the load Love numbers due to the associated change in mass.
Figure 3. Same as Figure 1 but for spherical harmonic degree $n = 10,000$. Note that the sensitivity drops off rapidly beneath about 3 km depth from the surface. Furthermore, we note that the magnitude range of the partial derivatives for the vertical displacement load Love number, $h'$, at $n = 10,000$ is significantly larger than for the lower spherical harmonic degrees (cf. Figures 1 and 2), indicating that the sensitivities are heightened for the higher degrees but also limited to the very near surface.

The quasi-analytical computation, although more complicated to implement than the numerical approach, reduces overall processing time since the Love numbers need only be computed once for a given Earth model. The development of the quasi-analytical approach outlined by Okubo and Saito [1983], however, involves a Taylor series expansion truncated to first order. To investigate the consequences of a first-order truncation to the series on the computed sensitivities, we compare the quasi-analytically and numerically derived partial derivatives of degree 2 LLNs for a homogeneous sphere model in Table 2. Specifically, we compare ratios of the quasi-analytical partial derivatives to the numerical partial derivatives for a variety of model parameter perturbations.

Note that we compute the quasi-analytical partial derivatives independent of any specified perturbation to a model parameter, since the quasi-analytical approach avoids explicit numerical differentiation [Jeffreys, 1961]. For linear perturbations to the model parameters of 1% or less, the quasi-analytically and numerically derived LLN partial derivatives of degree 2 differ by less than about 1%. On the contrary, for 10% perturbations to the model parameters, the two methods of computation generate LLN partial derivatives that differ on the order of 10%.

Partial derivatives of the LLNs at higher degrees are shown in Figures 2 and 3 as well as in the supporting information. As the spherical harmonic degree increases, the “skin depth” of the sensitivity decreases. For $n = 100$ (Figure 2), the sensitivity of the LLNs to perturbations in the elastic moduli effectively drops to zero ($<10^{-4}$ of the peak sensitivity) below about 300–400 km depth; for $n = 10,000$ (Figure 3), the sensitivity effectively drops to zero below about 3–4 km depth. The observations are not surprising, since the load-induced displacements are proportional to $(r/a)^n$, where $r$ is a particular radius within the Earth, $a$ is Earth's radius, and $n$ is the spherical harmonic degree [e.g., Farrell, 1972]. Note as well the significant increase in peak sensitivity at higher degrees. The most striking variations in peak sensitivity occur for the partial derivatives of the vertical displacement LLN, $h'$, with respect to perturbations in the two elastic moduli (cf. Figures 1–3).
Figure 4. Three Earth models derived from perturbations applied to PREM in the upper mantle from 80 to 24.4 km depth. (top row) Profiles of the bulk modulus (left), shear modulus (middle), and density (right) for each Earth model as a function of depth. (bottom row) The differences in the bulk modulus (left), shear modulus (middle), and density (right) profiles between each Earth model and the unperturbed PREM. All profiles are depicted in common log space. To generate the three models, we perturbed the bulk modulus, shear modulus, and density separately by a factor of 1% in linear space or $\log_{10}(1.01) = 0.0043$ in common log space. The perturbed Earth models are used to explore the sensitivities of load Green's functions (Figure 5) and OTL-induced surface displacements (Figure 14) to small perturbations in Earth structure.

The characteristic profiles of the LLN partial derivatives allow us to both visualize and quantify the sensitivity of the Love numbers to perturbations applied to individual structural parameters at each depth and for each spherical harmonic degree.

The work done to compute the LLN partial derivatives may be extended without much additional effort to compute partial derivatives of the potential and shear Love numbers as well [Okubo and Saito, 1983]. We show partial derivatives of the potential and shear Love numbers, derived from PREM for spherical harmonic degrees 2–4, in the supporting information. Table S1 lists vertical and horizontal displacement potential Love numbers, $h$ and $l$, for several seismologically derived Earth models.

### 3.2. Load Green’s Function Sensitivities

We now consider the influence of small (1%) perturbations in the elastic and density structure on the displacement LGFs (equations (5) and (6)). To illustrate our methodology, we first perturb the bulk modulus, shear modulus, and density separately for a single layer of PREM within the upper mantle (80–24.4 km depth). We adopt an isotropic and oceanless version of PREM as our reference model (see supporting information for details). Since the two elastic moduli and density are Jeffrey’s parameters [Tarantola, 2005], we parameterize the variables in common log space.

We apply perturbations in the amount of $\Delta m^\kappa_p = \log_{10}(1.01)$ to the two elastic moduli and density of the reference model independently while holding the other two parameters fixed, thus generating three new Earth models that are perturbed with respect to PREM. The perturbation of $\Delta m^\rho_p = \log_{10}(1.01)$,
Figure 5. Direct differences between displacement load Green’s functions derived from the three perturbed Earth models shown in Figure 4 and the unperturbed PREM. (top row) The horizontal component of the displacement LGF differences. (bottom row) The vertical component of the displacement LGF differences. The perturbed models were generated by augmenting the (left column) bulk modulus, (middle column) shear modulus, and (right column) density profiles by a factor of 1% in linear space between 80 and 24.4 km depth (upper mantle). All panels are depicted on the same scale for comparison. The solid black lines show the direct LGF differences scaled by a factor of $10^{12}a^3\theta$, where $a$ is Earth’s radius and $\theta$ is the angular distance between the load point and the measurement site. The axes on the left pertain to the solid black lines. The dashed black lines show the direct LGF differences scaled by a factor of $10^{12}a$ (i.e., without multiplication by the angular distance, $\theta$). The axes on the right pertain to the dashed black lines. Note that we depict the angular distance dependence of the LGF differences on logarithmic scales.

where $j$ represents the perturbed region from 80 to 24.4 km depth and $\rho$ represents the model parameter ($\kappa$, $\mu$, or $\rho$), corresponds to a +1% linear perturbation to the original material properties. The four Earth models (original PREM and three perturbed) are shown in Figure 4.

The four Earth models may now be used to compute four sets of displacement LGFs. The direct differences between the three perturbed and the unperturbed displacement LGFs are shown in Figure 5. We scale the displacement LGFs by a conventional factor of $10^{12}a\theta$ (solid lines in Figure 5), where $a$ is Earth’s radius and $\theta$ is the angular distance between the load point and the measurement site, to mitigate the singularity at the load point and to accentuate midfield and far-field features of the LGFs that are otherwise difficult to discern.

We note, however, that multiplying the LGFs by $\theta$ can also obscure LGF differences in the near field. The near-field LGFs are particularly significant for loads approximately collocated with a measurement site, such as in the cases of local hydrological or atmospheric loading. For globally distributed loads, on the other hand, the near-field loads generally account for only a small fraction of the total load. In our development of the LGF sensitivity kernels, we typically illustrate the LGF differences using the $\theta$ scaling convention for clarity, recognizing that sensitivities in the very near field can be more substantial than the results might suggest. For comparison, we show LGF differences that are both scaled (solid lines) and unscaled (dashed lines) with respect to $\theta$ in Figure 5.

In general, a perturbation of 1% to the density structure in the upper mantle yields relatively small changes in the displacement LGFs in comparison to a perturbation of 1% to either the bulk or shear modulus (Figure 5).
Within a few kilometers of the load point, however, the sensitivity of the LGFs to perturbations in density structure increases significantly. A perturbation to the shear modulus in the upper mantle generates both positive and negative changes in the LGFs as a function of distance to the load point, with the transition between the regimes occurring at approximately the same distance to the load point as the depth of the perturbation. Moreover, positive perturbations to the bulk modulus in the upper mantle generate predominantly positive differences between the perturbed and unperturbed LGFs. For SML-induced vertical depressions (i.e., negative-valued LGFs), a positive change in the LGFs indicates less deformation or a smaller vertical displacement.

We now expand upon the direct differences between displacement LGFs to generate sensitivity kernels from finite differences. The sensitivities of displacement LGFs to small perturbations in the elasticity and density parameters are computed according to the equation

$$K_{j,p,G}^{(\theta)}(\Delta m) = \frac{G(\theta, m + \Delta m_p) - G(\theta, m)}{\Delta m_p} = \frac{\Delta G}{\Delta m_p}$$

(12)

where $j$ corresponds to a particular perturbed layer, $p$ corresponds to the model parameter being perturbed ($\mu$, $\kappa$, or $\rho$), and $G$ represents the displacement LGF (vertical or horizontal), which depends on Earth structure, $m$, and the angular distance between the load and the observer, $\theta$. The perturbation to structure, $\Delta m_p$, involves a perturbation to the model parameter $p$ in layer $j$; all other model parameters remain unperturbed.

In comparison, Ito and Simons [2011] defined their sensitivity kernels as a percentage difference between the perturbed and unperturbed LGFs, computed in response to 1% perturbations to the elastic structure. It is also worth noting that the sensitivity kernels, $K_{j,p,G}^{(\theta)}$, depend on the thickness of the perturbed layer, $j$, and that equation (12) does not explicitly normalize by layer thickness. Thus, we document specifically the layer thicknesses used throughout our analysis. Recall also that since we have assumed a SNREI Earth structure, all perturbations are made to spherically symmetric shells.

Figure 6 shows displacement LGFs and their corresponding sensitivity kernels, scaled by $10^{12} \Delta \theta$, for perturbations to the bulk modulus ($c$ and $d$), shear modulus ($e$ and $f$), and density ($g$ and $h$) for each of the major PREM regions above the core. We have adopted the CM reference frame for the LGF computations in order to remain consistent with conventional GNSS analysis. We note, however, that the sensitivity kernels are reference frame independent with the exception of the density kernel, which exhibits minor sensitivity differences between reference frames due to the change in total Earth mass associated with the perturbation. Since several layers are concentrated within the top 200 km of the model space, we provide a zoomed-in version of Figure 6 in the supporting information.

We find that the magnitudes of the LGF sensitivities to perturbations in the elastic moduli are greatest when the perturbations are applied to near-surface structure and diminish with perturbations to deeper layers, even for perturbations to layers of far greater thickness than the shallowest layers. Perturbing a region as expansive as the central lower mantle (2741–771 km depth), for example, yields peak sensitivities approximately an order-of-magnitude smaller than the estimated peak sensitivities for perturbations to much thinner, near-surface layers.

Furthermore, the peak sensitivity to perturbations in the elastic moduli occurs farther from the load point as the perturbation depth increases. Perturbations to near-surface structure predominantly affect the LGFs in the near field, whereas perturbations to deeper structure have increasing influence over the LGFs at angular distances farther from the load point. The characteristic "moveout" of the sensitivity kernels for the bulk and shear moduli could be predicted from the Love number analysis: the high-degree LLNs, which largely define the displacement LGFs in the near field, are predominantly sensitive to near-surface structure (e.g., Figure 3). The sensitivity kernels for the bulk and shear moduli exhibit strong resemblance, except the shear modulus sensitivity transitions between positive and negative regimes, whereas the bulk modulus sensitivity remains mostly positive.

The density kernels, in contrast, exhibit peak sensitivities at short angular distances between the load point and the measurement site, regardless of perturbation depth. Moreover, perturbations to the thick central lower mantle generate the largest load-induced displacement differences. The observations are consistent with an increase to the total Earth mass that enhances the gravitational force on the applied mass load.
The sensitivity of displacement LGFs to perturbations in elastic structure for a radially heterogeneous Earth model. We adopt an isotropic and oceanless version of PREM as the reference model. (a and b) We examine the sensitivity of the displacement LGFs to linear perturbations of 1% to the (c and d) bulk modulus, (e and f) shear modulus, and (g and h) density as a function of depth using equation (12). We independently perturb each of the major regions of PREM beyond the core as distinct blocks, separated by dashed lines in Figures 6c–6h. The regions include the lower mantle from 2891 to 2741 km depth, the lower mantle from 2741 to 771 km depth, the lower mantle from 771 to 670 km depth, the transition zone from 670 to 600 km depth, the transition zone from 600 to 400 km depth, the transition zone from 400 to 220 km depth, the low-velocity zone (LVZ) from 220 to 80 km depth, the region above the LVZ (LID) from 80 to 24.4 km depth, the lower crust from 24.4 to 15 km depth, the upper crust from 15 to 3 km depth, and the top layer from 3 to 0 km depth. Model parameters are defined in common log space as 
\[ m_\mu = \log_{10}(\mu), \]
\[ m_\nu = \log_{10}(\nu), \]
and
\[ m_\rho = \log_{10}(\rho). \]
The model parameter perturbation is \( \Delta m_j^p = \log_{10} \left( 1.01 \right) \). The horizontal components of the displacement LGFs and sensitivity kernels are shown in Figures 6a, 6c, 6e, and 6g; the vertical components are shown in Figures 6b, 6d, 6f, and 6h. Figures 6a and 6b depict the displacement LGFs in the CM reference frame derived from the reference model. The displacement LGFs, as well as the sensitivity kernels, were multiplied by the factor \( 10^{12} a \theta \) to remove the singularity at the load point and to scale the magnitude of the response, where \( a \) is Earth’s radius in meters and \( \theta \) is the angular distance from the load point in radians. Units of the unscaled LGFs are meters per kilogram.

The magnitude of density sensitivity, \( K_j^{\rho} \), as a function of angular distance between load and observer, \( \theta \), tends to follow the pattern of the original displacement LGF. In general, the larger the magnitude of a displacement LGF at a particular angular distance, the larger the LGF sensitivity will be for a given density perturbation.

Since the layer thicknesses differ significantly among the regions of the PREM model, we also computed the LGF sensitivities for perturbations to layers of constant thicknesses. Again, using the isotropic and oceanless version of PREM as our reference model, we subdivided the crust and mantle into 20 km thick layers, or spherical shells, down to a depth of 800 km. Figure 7 depicts LGF sensitivities derived from perturbations to the 20 km thick shells. We perturbed the model parameters by an amount of \( \Delta m_j^p = \log_{10}(1.01) \). With the thickness of the layers held fixed, we find that the magnitude of peak sensitivity decreases with perturbation depth for the two elastic moduli and that most of the sensitivity stems from perturbations applied to the Earth’s...
Figure 7. Same as Figure 6 except that we have perturbed layers of constant thickness instead of the major regions of PREM. Specifically, we have partitioned the crust and mantle into a set of 20 km thick spherical shells, which we perturb systematically down to 800 km depth. Again, we adopted a model parameter perturbation of $\Delta m_j = \log_{10}(1.01)$. Contour lines are included for clarity, with specific values denoted in the color bar.

To examine variations in the LGF sensitivities as a function of perturbation depth, Figure 8 depicts slices through the sensitivity diagrams from Figure 7 at an angular distance of 2.5° from the applied load. The range of the density sensitivity is far smaller than the sensitivity ranges for the two elastic moduli and, again, illustrates that the kernel remains approximately constant in magnitude regardless of the depth at which density is perturbed. The profiles also show that the density kernel remains mostly negative, the bulk modulus kernel remains mostly positive, and the shear modulus kernel exhibits both positive and negative sensitivity, depending on the perturbation depth. Note as well that the sensitivities are strongest within about 250 km depth from the surface, which is approximately equivalent to the distance of 2.5° between the profile line and the load point [cf. Okubo, 1988b].

For completeness, we acknowledge that alternative approaches exist for defining the model parameters. For example, rather than defining the model parameters in terms of common logarithms of the elastic moduli and density directly, one could instead use ratios of the elastic properties: $m_j = \log_{10} \frac{\mu_{j+1}}{\mu_j}$, $m_j^V = \log_{10} \frac{\sigma_{j+1}}{\sigma_j}$, and $m_j^\rho = \log_{10} \frac{\rho_{j+1}}{\rho_j}$. Reference values ($\mu_0$, $\sigma_0$, and $\rho_0$) must necessarily be defined for the elastic properties of the starting layer, which may be either at the top or at the base of the model space in depth. According to this definition, LGF sensitivities would be computed based on perturbations to interface contrasts, rather than based on perturbations to distinct layers.
Furthermore, building upon the Love number partial derivatives, LGF sensitivities may also be computed quasi-analytically [Okubo, 1988a, 1988b]. The methodology combines the Love number partial derivatives already developed with Legendre polynomials in large algebraic expansions analogous to equations (5) and (6). We defer a more complete analysis and description of the quasi-analytical LGF sensitivities to the future.

Finally, we consider the sensitivity of displacement LGFs to a variety of standard Earth models in order to obtain a general sense for the range of acceptable structural perturbations and LGF differences expected for a SNREI Earth. The models that we consider here include the following: PREM, STW105 [Kustowski et al., 2008], AK135f [Kennett et al., 1995], SNA [Grand and Helmberger, 1984], CR [Chu et al., 2012], and 1066A. AK135f represents the radially symmetric AK135 seismic velocity model of Kennett et al. [1995], supplemented by the density model of Montagner and Kennett [1996]. PREM, STW105, AK135f, and 1066A represent globally averaged structure, whereas CR and SNA represent regional cratonic and stable North American structures, respectively. Below approximately 1000 km depth, both CR and SNA assume the structural properties of AK135f. For PREM, STW105, and AK135f, we replaced the water layer at the surface with typical values for the upper crust: $V_p = 5800$ m s$^{-1}$, $V_s = 3200$ m s$^{-1}$, and $\rho = 2600$ kg m$^{-3}$. Tables of the reference Earth models used in this study are provided in the supporting information (Data Sets S1–S6).

Figure 9 shows profiles of the elastic moduli and density for the six reference Earth models as well as the deviation of each model from PREM. Discrepancies between the SNREI models are largest in the crust and upper mantle, primarily due to variations in crustal properties and different definitions of the Moho depth. In general, however, the differences are less than 0.05, or $\approx \log_{10}(1.1)$, which corresponds to variations in $\kappa$, $\mu$, and $\rho$ (in linear space) of about 10% or less at a given depth.

Figure 10 shows displacement LGFs derived from each of the SNREI Earth models depicted in Figure 9. The LGFs in Figures 10c–10h were multiplied by the factor $10^{12}$ a $\theta$, whereas the LGFs in Figures 10a and 10b remain unscaled with respect to $\theta$. When the LGFs remain unscaled with respect to $\theta$, the diminishing...
amplitudes of the load-induced displacements as a function of angular distance away from the load point are more apparent. Tables of the displacement LGFs and LLNs derived from the six reference Earth models are provided in the supporting information (Data Sets S7–S24).

Based on the direct differences between the displacement LGFs shown in Figures 10g and 10h, we infer that the vertical displacement sensitivities are generally larger in magnitude than the horizontal displacement sensitivities. Sensitivities computed as a percentage difference of the reference LGF rather than a direct difference, however, are generally larger for the horizontal displacement component [Ito and Simons, 2011]. The LGFs associated with Earth model 1066A exhibit the largest differences with respect to PREM, particularly in the near field (within 0.1° of the load point), mostly due to significant differences in the material properties of the upper crust.

In general, the LGF sensitivities for the reference Earth models tend to be largest at measurement sites within ~1° of the load, and taper off substantially beyond 10°, even with perturbations to deep structure. Since we defined the globally averaged models PREM, STW105, and AK135f to have the same upper crustal structure, the LGF differences between the models are very small in the near field and decrease toward zero as the angular distance between load and observer, \( \theta \), approaches zero. Even small perturbations to upper crustal layers, however, can yield large variations in the LGFs at short observer-to-load angular distances [cf. Wang et al., 2012; Dill et al., 2015; Bos et al., 2015], as exemplified by the high-degree LLNs shown in Figure 3, the LGF differences between 1066A and PREM, and the LGF differences between the region-specific (CR and SNA) and globally averaged Earth models (PREM, STW105, and AK135f).
3.3. Predicted OTL-Induced Surface Displacements

So far, we have explored the patterns of load-induced surface displacements caused by point loads of unit mass. In reality, surface mass loads are not point sources but rather distributed across regional and global scales. Furthermore, the mass density of a load can be highly spatially variable. Whereas the sensitivity kernels for the displacement LGFs are characterized in terms of perturbation depth and the angular distance between the point load and the measurement site, sensitivity kernels for the surface displacements induced by a load of finite size are specific to the location of a measurement site in relation to the entire, distributed load.

Predicting the surface displacements generated by a spatially variable mass load of finite size requires a convolution of displacement LGFs with the load model (equations (8) and (9)). The predicted displacements depend on the spatial and temporal characteristics of the load, the LGFs derived for a particular Earth structure, and the location of the measurement site relative to the load. For the special case of OTL, measurement sites located directly adjacent to large-amplitude tides offshore tend to exhibit relatively large OTL-induced surface displacements (Figure 10 and equation (8)).

As an example, we consider OTL-induced surface displacements generated by the principal lunar semidiurnal (M$_2$) tidal harmonic. Figure 11 shows a map of Iceland surrounded by the M$_2$ ocean tide from the TPXO8-Atlas model, which was constrained in part by empirical data from multiple satellite altimetry missions and validated against local tide gauge measurements [Egbert and Erofeeva, 2002; Egbert et al., 2010]. Predicted surface displacements, produced by a convolution of the TPXO8-Atlas tide model with displacement LGFs based on PREM, are overlain on the map and depicted as particle motion ellipses (PMEs). Each of the PMEs, which are...
Figure 11. Predicted OTL-induced surface displacements for the M2 tidal harmonic, derived from the TPXO8-Atlas ocean tide model [Egbert and Erofeeva, 2002; Egbert et al., 2010] and PREM, shown as particle motion ellipses (PMEs) on a 0.2° × 0.2° grid across Iceland. The size and orientation of each ellipse represent the horizontal displacement response; the color of each ellipse represents the vertical displacement response (right color bar). A reference ellipse for the horizontal motion is provided in the lower right corner of the figure. The left color bar depicts the M2 tide amplitude in the oceans. Two profile lines (A–A′ and B–B′) are superimposed. In the subsequent figures, we explore changes in predicted OTL-induced surface displacements due to small perturbations in the elastic structure of the crust and mantle along the profile lines (Figures 15, 16, S21, and S22).

Figure 12. Vector differences between pairs of predicted M2 OTL-induced surface displacements derived from PREM and STW105, shown as PMEs on a 0.2° × 0.2° grid across Iceland. The size and orientation of each ellipse represent the differential horizontal displacement response; the color of each ellipse represents the differential vertical displacement response (right color bar). A reference PME for the horizontal motion is provided in the lower right corner of the figure. Note the change in scale of the PMEs relative to Figure 11. The left color bar depicts the M2 tide amplitude in the oceans.

We selected Iceland as a case study for several reasons: (1) Iceland is sufficiently small to facilitate the computation of many sets of predicted OTL-induced surface displacements along very high resolution profiles that span from coast to coast; (2) the island is sufficiently large to examine differences in the predicted surface displacements even a couple hundred kilometers inland of the coast; (3) the amplitude of the M2 tide is relatively large off the southwest shore of the island; (4) the amplitude of the M2 tide is asymmetrical about the island, which allows for an examination of the effect of tide amplitude on response sensitivity, notwithstanding distance to the coast; and (5) Iceland is a place of great geophysical interest that could benefit from future tomographic inversions of observed deformation from OTL.

Figure 12 shows the vector differences between pairs of M2 OTL-induced surface displacements across Iceland derived from PREM and STW105. On the western coast, where the tide heights are largest, the vector differences between predicted displacements reach about 0.5 mm. Note that since we use the same ocean tide model and convolution procedure to generate each set of predictions, errors in the ocean tide model and convolution scheme effectively cancel out when the predicted displacements are differenced. As mentioned previously, we estimate that the maximum quadrature error associated with computing the vector differences between pairs of predicted surface displacements, \( |U_1 - U_2| \), is on the order of a fraction of a micron.

For a 2°×2° global grid of land-based locations (coarsened relative to the Iceland grid for reasons of computational...
Figure 13. Vector differences between pairs of predicted M2 OTL-induced surface displacements for PREM and STW105 as a function of distance to the nearest coastline. The two sets of predicted OTL-induced surface displacements (one set for PREM and one set for STW105) were computed on a 2° × 2° global grid of land-based locations. Only the SNREI Earth model changes between the forward model computations; all other parameters, including the ocean tide model and convolution procedure, remain the same. The (a) east, (b) north, and (c) vertical components, respectively, of the vector differences between the pairs of predictions. The black dots indicate the vector differences at individual grid nodes. The horizontal lines in each panel represent the 50th (blue), 90th (orange), and 99th (green) percentiles of the vector differences. (d–f) The mean vector differences as a function of distance to the coastline, computed in 25 km bins.

Since the reference Earth models (Figure 9) vary irregularly as a function of depth and model parameter, we also explore changes in OTL-induced surface displacements generated by systematic perturbations to elastic and density structure. Specifically, we investigate the effects of independent perturbations to the two elastic moduli and density on M2 OTL-induced surface displacements along two high-resolution (0.01° or ≈1 km) profiles through Iceland (Figure 11). One of the profiles spans from west to east across the island along 64.7°N latitude (A–A’); the second profile spans from south to north across the island along 341°E longitude (B–B’).

As with the displacement LGFs, we first consider the direct differences between OTL-induced surface displacements derived from the three perturbed models in Figure 4 and unperturbed PREM. We define our model parameters in common log space: \( m_\mu = \log_{10} \mu \), \( m_k = \log_{10} k \) and \( m_\rho = \log_{10} \rho \). Furthermore, we compute
Figure 14. Magnitudes of the vector differences between $M_2$ OTL-induced surface displacements derived from the three perturbed Earth models shown in Figure 4 and the unperturbed PREM along the profile A–A′ in Figure 11 at 0.01° resolution. (left column) The displacement differences between the $\kappa$-perturbed model and the unperturbed PREM. (middle column) The displacement differences between the $\mu$-perturbed model and the unperturbed PREM. (right column) The displacement differences between the $\rho$-perturbed model and the unperturbed PREM. (top row) East, (middle row) north, and (bottom row) vertical components of the differential displacements. The perturbed models were generated by augmenting the bulk modulus (left), shear modulus (middle), and density (right) by a factor of 1% in linear space between 80 and 24.4 km depth (upper mantle). All panels are depicted on the same scale for comparison.

the response differences based on perturbations to the model parameters of $\Delta m^j_p = \log_{10}(1.01)$, which correspond to +1% linear perturbations to the original elastic parameters.

For each prediction site along the high-resolution profile A–A′ from Figure 11, the magnitudes of the vector differences between the predicted OTL-induced surface displacements derived from the perturbed Earth models and the unperturbed PREM are shown in Figure 14. The procedure is analogous to the methods used to develop Figure 5, although we now consider the finite-sized $M_2$ OTL rather than a point source load of unit mass. For perturbations of 1% to the elastic moduli and density, the magnitudes of the vector differences are less than 0.02 mm. For the vertical displacement component, a perturbation to the bulk modulus generates a larger change in the induced surface displacements on the western coast than on the eastern coast presumably due to the larger tidal amplitudes along the western coast. Consistent with the displacement LGFs, the 1% perturbation to density structure yields the smallest changes to the load-induced surface displacements overall. Specific details of the displacement differences along the profile, however, can be difficult to interpret, since the displacements depend on many factors, including the spatial distribution of the load relative to the prediction site and the characteristics of the LGFs as a function of distance to each load point.

We now extend our analysis of the direct vector differences between OTL-induced surface displacements to explicit finite differences. The sensitivity kernels are given by

$$k^j_{p,U}(r, \rho, Z) = \frac{U(r, \rho, Z, m + \Delta m^j_p) - U(r, \rho, Z, m)}{\Delta m^j_p} = \frac{\Delta U}{\Delta m^j_p}$$

(13)
Figure 15. The sensitivity of predicted OTL-induced surface displacements to perturbations in elastic and density structure, computed along the profile A–A′ in Figure 11. The profile maintains constant latitude at 64.7°N and a node spacing of 0.01° (≈1 km). (left column) The sensitivity of predicted surface displacements to perturbations in the bulk modulus model parameter, Δ\(\log_{10}\kappa\). (middle column) The sensitivity to perturbations in the shear modulus model parameter, Δ\(\log_{10}\mu\). (right column) The sensitivity to perturbations in the density model parameter, Δ\(\log_{10}\rho\). In each case, we perturb the parameters by 1% in linear space or by Δ\(m = \log_{10}(1.01)\) in log space, where \(m = \log_{10}\kappa\), \(\log_{10}\mu\), or \(\log_{10}\rho\). Sensitivity kernels for M2 OTL-induced surface displacements in the (top row) east, (middle row) north, and (bottom row) vertical components, respectively. The colored lines denote perturbations to distinct layers of PREM down to a depth of 400 km and correspond to the same layer in every panel (see legend). The sensitivity kernels are computed, separately for each layer, as the magnitudes of the vector differences between the predicted OTL-induced surface displacements (in millimeters) for the perturbed and reference (unperturbed PREM) models divided by the model parameter perturbation, \(\log_{10}(1.01)\).

where \(j\) corresponds to a particular perturbed layer, \(p\) corresponds to the model parameter being perturbed (\(\mu\), \(\kappa\), or \(\rho\)), and \(U\) represents a predicted OTL-induced surface displacement (equation (8)), which depends on Earth structure, \(m\), the load model, \(Z_{\rho_{\nu}}\), and the location of the prediction site, \(r\), relative to the load. The perturbation to structure, Δ\(m_{j}^{p}\), involves a perturbation to the model parameter \(p\) in layer \(j\); all other model parameters remain unperturbed.

Figure 15 shows the sensitivity kernels for the west-to-east profile (A–A′). The results for the south-to-north profile (B–B′) are included in the supporting information. All of the sensitivity kernels, derived from equation (13), are depicted at full resolution (i.e., 0.01° spacing between prediction sites). Here we have perturbed the major regions of PREM down to 400 km depth. Without accounting for the thickness of each perturbed layer, we find that perturbations to relatively thick layers in the upper mantle can influence the OTL-induced surface displacements more than perturbations to relatively thin layers in the crust. In particular, the sensitivity of the surface displacements to perturbations in elastic and density structure in the upper 3 km of the crust is weaker overall than the sensitivity to perturbations in any other layer.

In Figure 16, we show the same sensitivity kernels depicted in Figure 15 but normalized by the thicknesses of the perturbed layers. Normalization by layer thickness allows us to better explore the effects of perturbation depth on the OTL-induced surface displacements. Particularly for the sensitivity of the displacements to perturbations in the shear modulus, it is apparent from Figure 16 that the location of the peak sensitivity as...
Figure 16. Same as Figure 15 but normalized by the layer thickness, $T$, in kilometers. The discontinuous jump in the sensitivity just west of 346°, derived from perturbed upper crustal structure (orange line), is caused by the presence of an ocean inlet encountered along the profile.

Sensitivities in the vertical component tend to be higher at prediction sites on the southern and western edges of the profiles, where the tidal amplitudes are larger. Moreover, small deviations from a smooth coastline can generate jumps in the sensitivity profiles, such as when an ocean inlet is encountered on the eastern side of the profile line. Analogous to the displacement LGFs, the sensitivity to 1% perturbations in density structure is generally weaker than the sensitivity to 1% perturbations in the elastic structure and probably mostly reflects changes in the total Earth mass generated by the perturbation. When scaled by the layer thickness, sensitivities are typically strongest for perturbations to shallow structure, particularly near the coastlines.

It is important to note that the sensitivity kernels we present here are specific to the prediction sites that we have selected in Iceland as well as to the $M_2$ ocean tide model. Thus, the sensitivity kernels for the predicted OTL-induced surface displacements across the profiles in Iceland should be considered examples, albeit illustrative and representative of the sensitivities expected for $M_2$ OTL in many locations around the globe.

The sensitivity kernels for the OTL-induced surface displacements (e.g., Figure 15) constitute a key element in formulating the inverse problem. In particular, the kernels could be used to relate structural models to displacement observations in a linear inverse problem and to investigate the resolution of the model parameters with application to geodetic tomography. Synthetic testing could reveal better the extent to which perturbations in the elastic moduli and density could be resolved independently for the particular geographic locations considered and the $M_2$ ocean tide model.
4. Discussion

We have explored the theoretical sensitivities of potential, load, and shear Love numbers as well as displacement LGFs to systematic perturbations in elastic Earth structure using both quasi-analytical and numerical techniques. Following the methodology of Okubo and Saito [1983], we developed profiles of LLN partial derivatives for a variety of spherical harmonic degrees (Figures 1–3 and S1–S17). Perturbations to the elastic structure very near the surface strongly affect the high-degree LLNs, as expected due to the short wavelengths of Legendre polynomials at large $n$. The high-degree LLNs are most sensitive to structural perturbations within a skin depth of approximately $(a/n)$ of the surface [Okubo, 1988a], where $a$ is Earth's radius and $n$ is the spherical harmonic degree. The sensitivity of the high-degree LLNs to perturbations in elastic and density structure rapidly approaches zero beyond a few skin depths (Figures 2 and 3). The density kernel constitutes an exception, since a perturbation to density at any depth generates a change in the total Earth mass.

We also computed numerically the sensitivities of displacement LGFs to systematic perturbations in elastic material properties (Figures 6–8). The patterns of sensitivity vary as a function of perturbation depth as well as the angular distance between the measurement site and the load point for each of the three model parameters considered. The distinct patterns exhibited by each of the model parameters leave open the possibility that the two elastic moduli and density may be independently constrained through inversion of observed SML-induced surface displacements.

As a general rule of thumb, illustrated by Figures 6 and 7, the elastic structure at a depth of $D$ km strongly influences the displacement LGFs at a horizontal distance of $D$ km from the load point [cf. Okubo, 1988b; Ito and Simons, 2011]. We can also see from Figures 6 and 7 that the sensitivities of SML-induced surface displacements to perturbations in density structure appear to be much weaker than for equivalent perturbations to the two elastic moduli [cf. Baker, 1980].

Furthermore, since the equations of motion account for the gravitational force exerted on the surface mass, increasing the density in any layer will increase the magnitude of the gravitational force exerted at the surface. An increased gravitational force attracting the mass load is consistent with the predominantly negative sensitivity of the displacement LGFs to positive perturbations in density, the approximately constant sensitivity as a function of perturbation depth, and the relatively weak sensitivity observed for perturbations to thin crustal layers (Figures 7 and S19) [cf. Baker, 1980]. By this interpretation, we suggest that changes in the gravitational force, arising from changes to the total Earth mass due to perturbations in density structure, account for the most significant contribution to $K_\rho$. Unsurprisingly, the magnitude of LGF sensitivity to density perturbations increases with thickness of the perturbed layer. In contrast, the depth of a perturbation to the elastic moduli plays a significant role in enhancing (shallower) or diminishing (deeper) the LGF sensitivity.

Since combinations of positive and negative perturbations to an array of spherical shells and elastic parameters can theoretically produce equivalent surface displacements at a variety of observer-to-load angular distances, the inverse problem exhibits nonuniqueness, particularly when only a small number of measurement sites are considered [cf. Baker, 1980]. In other words, different Earth models could potentially explain the same observations of SML-induced surface displacements. Moreover, Figures 15 and S21 show that perturbations to thick layers in the mantle can produce larger changes in the OTL-induced surface displacements than perturbations to thin layers in the crust. Perturbations applied to near-surface structure, however, predominantly affect the OTL-induced surface displacements at locations near the load, corresponding to stations along the coast; perturbations to deeper structure generate changes at longer wavelengths and often exhibit peak sensitivities farther inland. The nonuniqueness of the inverse problem may therefore be mitigated with a large and spatially distributed set of SML response observations, which should be explored further through case-specific investigations of model resolution. The sensitivity of load-induced surface displacements to perturbations in structure also depends strongly on the distribution of the global load. Thus, the structural sensitivities of SML-induced surface displacements are load and site specific.

In addition to adequate model resolution, the ability to use observations of SML-induced surface displacements to constrain solid Earth structure also requires the structural sensitivity of the deformation response to exceed observational and modeling errors. In the special case of OTL, peak sensitivities to structure are typically associated with the locations of the largest OTL-induced surface displacements, which generally coincide with coastal sites immediately adjacent to large-amplitude tides offshore. For most geodetic networks, however, only a spatially limited number of stations are deployed near the coast. Furthermore, even
with a very dense network along the coast, the primary sensitivity would be to near-surface structure. Thus, to improve the ability to detect deeper mantle structure, OTL-induced surface displacements detected farther inland must also be explored. The inland sites, however, tend to exhibit smaller displacement responses as well as weaker structural sensitivities and therefore require more accurate empirical measurements of the OTL-induced deformation as well as minimal errors in the forward model.

Errors affecting the precision and accuracy of the forward model might arise from the numerical derivation of the LGFs, the development and resolution of the ocean tide model, deficiencies in the SNREI Earth model, and the numerical convolution scheme. Errors in the ocean tide model, in particular, tend to be largest near the coast and therefore disproportionately impact measurement sites near the coastline. Uncertainties affecting the observational precision may include contributions from the data acquisition and processing as well as the modeling techniques used to extract the individual tidal harmonics. SEBT displacement response estimates, for example, are often removed at the GPS processing stage and can be erroneous at the ~1 mm level [e.g., Yuan et al., 2013]. The SEBTs, however, operate primarily at long wavelengths, or global spatial scales, and therefore sample more or less an average of Earth structure [e.g., Latychev et al., 2009]. Thus, for a regional GPS network, any inaccuracies in the SEBT model would likely manifest predominantly as a residual displacement common to the entire network.

Recently, Bos et al. [2015] reported that observations and predictions of OTL-induced surface displacements across western Europe were of sufficient precision to explore structural deficiencies, including both elastic and anelastic deficiencies. In addition, Martens et al. [2016] demonstrated that after the removal of a uniform displacement factor, vector differences between predicted M$_2$ OTL-induced surface displacements generated from a selection of modern ocean tide models coincided with the approximate level of structural sensitivity for reasonable variations in SNREI Earth structure (Figure 12). It should also be recalled that the sensitivity analyses presented here involve differential OTL-induced surface displacements, and therefore, errors related to the particular tide model and convolution scheme, which do not change between forward model computations, cancel out to within about a fraction of a micron.

We also reiterate that the sensitivity kernels presented here were derived for SNREI Earth models. At this stage, we have not considered the effects of anelasticity, anisotropy, or lateral heterogeneities on the sensitivities of LLNs, LGFs, and OTL-induced surface displacements to perturbations in structure. Bos et al. [2015] found that dissipation effects within the asthenosphere could account for up to about 0.3 mm of residual OTL-induced surface displacements in western Europe and that allowing for anisotropy could reduce the mean residual by approximately 0.1 mm. Incorporating an anelastic constitutive relation into the equations of motion produces complex-valued LLNs; thus, the differences between observed and predicted OTL-induced surface displacements would also include a small phase delay.

Regarding lateral heterogeneities, the computations of the LLNs and LGFs require radially symmetric structure by design. To explore the effects of lateral heterogeneities on the predicted SML-induced surface displacements, one might compute discrete grids of local LGFs [e.g., Dill et al., 2015]. The Earth’s displacement response to SML, however, depends on global Earth structure and particularly on the material properties spanning the region between the load and the observer. Thus, grids of local LGFs would not be particularly useful for regional or global studies, where stations might be located at a variety of distances from spatially complicated loads, as in the case of OTL. A better technique would be to use fully numerical approaches, such as finite element or spectral element methods. Using numerical techniques, albeit applied to the SEBTs rather than SML, Latychev et al. [2009] showed that realistic three-dimensional variations in structure can perturb radial displacements by an amount on the order of 1 mm in the semidiurnal tidal band.

It is also worth recalling that the forward model generates predicted SML-induced surface displacements based on a model for Earth structure as well as a load model. Here we have focused on the sensitivity of OTL-induced surface displacements to perturbations in elastic structure and taken the load model as given. In some cases, however, the Earth model could be considered given and the observations of SML-induced surface displacements used to constrain the spatial extent and volume of a load.
5. Summary and Conclusions

We have computed the sensitivities of Love numbers (potential, load, and shear), displacement load Green's functions, and \( M_s \) OTL-induced surface displacements to perturbations in elastic and density structure through the crust and mantle. In each case, the sensitivities depend on the depth of the structural perturbation, the thickness of the perturbed layer, and the particular parameter that was perturbed (e.g., \( \kappa, \mu, \text{ and } \rho \)). The sensitivities of the Love numbers additionally depend on the spherical harmonic degree of the deformation, since different degrees sample structure at different wavelengths. The sensitivities of the LGFs further depend on the angular separation between the measurement site and the location of the applied (point source) mass load. Furthermore, the sensitivities of the OTL-induced surface displacements are influenced by the tide model as well as the location of the measurement site.

Although the LLNs, LGFs, and OTL-induced surface displacements are sensitive to perturbations in both elastic and density structure, the sensitivity of the deformation response to perturbations in density structure appears to be relatively weak unless applied to a very thick layer (Figures 6 and 7). We attribute the patterns of density sensitivity primarily to increases in the total Earth mass that occur with perturbations to the density and that generate deviations in the surface gravity. We find that most of the sensitivity to perturbations in the elastic moduli is concentrated within 500 km depth of the surface and within 10° of the load point (i.e., within an angular distance of 10° between the load and the observer).

Different combinations of positive and negative perturbations to the elastic and density structure of the crust and upper mantle can theoretically generate equivalent OTL-induced surface displacements at measurement sites on the surface, implying a nonuniqueness of the inverse problem. The apparent nonuniqueness might be mitigated through appropriately dense and strategically distributed geodetic networks, since structural perturbations applied at different depths influence the surface deformation more strongly at different distances from the load point (Figures 7, 15, and 16). Moreover, the spatially and temporally complicated patterns of ocean tidal loads can further facilitate the sampling of structure at a variety of wavelengths.

In conclusion, the possibility of performing geodetic tomography using observations of Earth deformation induced by surface mass loading depends on many factors, including the specific geodetic network, the quality of the geodetic data, the computational methods, the quality and spatial distribution of the load model, and the sensitivity to structure. The sensitivity kernels presented here, however, lay the foundation for future tomographic studies since, along with models for the observational and prediction error, the kernels could be used to formulate the inverse problem.
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