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Atmospheres around solar system bodies reveal key insights into the origins, chemistry, thermal evolution, and surface/interior interaction of their parent bodies. Atmospheres are also themselves of intrinsic interest for understanding the physics and chemistry of gaseous envelopes. Furthermore, atmospheres also reveal information about primordial nebular materials trapped in accreting bodies. For these reasons and others, the detection and study of atmospheres on objects in the Kuiper belt (KB) is of interest. Here we review what is known about the atmosphere of both Kuiper belt objects (KBOs) and Pluto; we then go on to more generally examine the source and loss processes relevant to KBO atmospheres, the likely kinds of vertical and horizontal structure of such atmospheres, and then briefly reflect on KBO atmospheric detection techniques.

1. MOTIVATION

In our solar system, atmospheres range from the tenuous, surface boundary exosphere of the Moon, Mercury, icy satellites, and asteroids (e.g., Stern, 1999), to the freely escaping, collisionally thick atmospheres of comets, to the classical atmospheres of Mars, Venus, Earth, Titan, and the giant planets.

We set the stage for this review chapter by considering the requirements for atmospheric generation on Kuiper belt (KB) bodies, which are simple: All that is required is the presence of gases or sublimating/evaporating materials on, or sufficiently near, the surface, and a source of energy that can maintain substantial vapor pressures generated from the available reservoir of volatiles.

For atmospheres to persist over geologic time there is an additional requirement that the loss of volatiles be less than complete by the present epoch. So in the case of low-gravity bodies like Kuiper belt objects (KBOs), which we will show to have prodigious atmospheric escape rates; this in turn implies some resupply mechanism to the surface, such as internal activity, or the import or up-dredging of volatiles from impactors.

Atmospheres can be very generally defined to include both gravitationally unbound gaseous envelopes such as exospheres, or unbound cometary comae, as well as gravitationally bound collisional ensembles of gas. An exosphere is the portion of an atmosphere that is sufficiently rarefied that it escapes directly to space by one or more processes; i.e., it is the portion of an atmosphere where the mean free path exceeds the density scale height, so that molecules with sufficient energy can be expected to escape directly to space. In atmospheres that are too rarefied to have anything but an exosphere, their gases escape at the speed of sound, and the atmospheric density falls off as $1/r^2$.

In what follows we discuss the likelihood and characteristics of what one expects for KBO atmospheres. We begin in section 2 with a concise overview of evidence for atmospheres around KBOs, and Centaurs (inward-scattered KBOs). We then proceed in section 3 to give a very brief overview of what is known about Pluto’s atmosphere — the only presently established atmosphere around a bona fide KBO. In section 4 we discuss production mechanisms for atmospheres in the KB region. In section 5 we then describe atmospheric loss processes. We follow that with a discussion of expected KBO atmospheric vertical and horizontal structure in section 6. We conclude in section 7 with a brief look at future KBO/Centaur atmospheric detection and study prospects.

2. KUIPER BELT OBJECT ATMOSPHERIC DETECTIONS AND RELATED EVIDENCE

In the KB region, only one body is presently known to have an extant atmosphere: Pluto (although Neptune’s moon Triton has an atmosphere and almost certainly had some former relation to the KB).

Perhaps foreshadowing the eventual discovery of the KBO atmospheres we will discuss below, the existence of Pluto’s atmosphere was speculated about long before it was observationally established. Early arguments for an atmosphere around Pluto were based entirely on theoretical considerations (e.g., Hart, 1974), but these were supplanted by strong circumstantial evidence for a vapor pressure equilibrium atmosphere after the discovery of the volatile CH$_4$ ice on Pluto’s surface (Cruikshank et al., 1976; Stern et al., 1999).
The actual detection of Pluto’s atmosphere only occurred later, when rare but formally diagnostic stellar occultations revealed the unmistakable signature of atmospheric refraction at roughly micobar pressure levels (Hubbard et al., 1988; Elliot et al., 1989; Brosch, 1995).

At Pluto, where the surface temperature varies from \(-35\) K in volatile-rich regions cooled by latent heat sinks, to \(-55\) K in volatile-free regions warmed to their pure radiative equilibrium temperature (e.g., Stern et al., 1993; Jewitt, 1994), candidate volatiles that may comprise parent species in the atmosphere include Ne, Ar, O\(_2\), CO, N\(_2\), and CH\(_4\) (Stern, 1981; Stern and Trafton, 1984). H\(_2\) and He easily escape Pluto, and are therefore not expected to remain in sufficient quantity to be important at the present day, approximately \(4+\) G.y. after Pluto’s formation. Heavy noble gases, like Kr and Xe, are volatile at the relevant temperatures for Pluto, but are so cosmonogically rare that they are not expected to be abundant in significant quantities (Stern, 1981). Of the species just reviewed, N\(_2\), CO, and CH\(_4\) have since been detected on Pluto’s surface and must play significant roles in its atmosphere. The same volatile species are likely to be important for other large worlds in the KB.

In the case of Pluto’s large satellite, none of the volatiles mentioned just above have been discovered in its surface spectrum (Grundy and Bute, 2000), so one might expect the prospects for an atmosphere at Charon to be dim. Consistent with this hypothesis, stellar occultations by Charon (e.g., Sicardy et al., 2006) have failed to detect any atmospheric signature, with derived upper limits on the atmospheric pressure of 110 nbar for N\(_2\) and 15 nbar for CH\(_4\).

In contrast to the known atmosphere around Pluto, only upper limits have been placed on possible atmospheres around other KB bodies. To date, no published reports of stellar occultations of KBOs report atmospheric detections. Similarly, only negative results have been obtained in searches for light-scattering particulate comae.

Despite this, the discoveries of N\(_2\), CH\(_4\), and C\(_2\)H\(_6\) (ethane) ices on the KBO 2005 FY\(_9\) (Licandro et al., 2006) and the tentative detection of N\(_2\) and CH\(_4\) on KBO Sedna and CH\(_4\) on Eris (Barucci et al., 2005; Licandro et al., 2006) indicate that KBO atmospheres may be discovered in the future. And the report by Hainaut et al. (2000) that found a change in the lightcurve of KBO 1996 TO\(_{98}\), from a double peak to a single peak over the course of a year, which they suggested may have resulted from an episode of cometary activity, is of related interest.

Additional circumstantial evidence for atmospheres comes from the detections (see chapter by Brown) of albedos of 60–90% for the large KBOs Eris, 2005 FY\(_9\), and 2003 EL\(_{61}\). Following the same logic that connected the detection of surface volatiles and a high albedo on Pluto to a strong case for an associated atmosphere, these clues strongly suggest that these KBOs have, or recently had, atmospheres. However, we stress that definitive evidence for atmospheres must come from occultations or direct spectroscopic detections of gas phase constituents — both of which are difficult. Model inferences alone, while suggestive, cannot be considered definitive.

We now turn to Centaurs, which are objects that have recently escaped from the KB to orbits among the giant planets, and therefore enjoy significantly increased insolation to drive ice sublimation. A variety of these objects have shown activity at large heliocentric distances (e.g., 6–25 AU). In most cases, this activity manifests itself as an extended coma.

The first and most well-known case for atmospheric phenomena at a Centaur revolves around the Centaur 2060 Chiron. Chiron has long been known to exhibit both photometric variability (Hartmann et al., 1990) and a sporadic cometary coma (Meech and Belton, 1989). Analysis of archival images reveal Chiron’s activity as far back to the 1940s, and have shown that this activity occurs at all distances of its orbit, including near aphelion, with no clear correlation between the level of cometary activity and heliocentric distance (Bus et al., 1991a). Indeed, Chiron was more active at its 1970 aphelion than it was near its 1989 perihelion.

What generates Chiron’s atmospheric activity? Bus et al. (1991b) detected CN in Chiron’s coma, and Womack and Stern (1999) detected CO at low signal-to-noise ratio (SNR). Large variability in the magnitude and timing of Chiron’s outbursts and the observations of discrete jet-like features observed during a stellar occultation (Elliot et al., 1995) provide further clues. Together these various facts imply that Chiron’s surface may contain an uneven distribution of surface or near-surface volatile ices, likely including CO, with both distributed and discrete surface sources of atmospheric gas and particulates. The variation in Chiron’s activity with time may be related to a complex interaction between the sites of volatile frosts near the surface, obliquity effects, and heliocentric distance. Alternatively, it could be related to residual trapped heat at localized impact sites that can remain bottled up by low thermal conductivity for decades to centuries (Capria et al., 2000). Similar phenomenology probably powers other active Centaurs with atmospheres.

Finally, it is worth noting that the captured dwarf planet Triton, now a satellite of Neptune, is known to possess an N\(_2\)-dominated atmosphere with some CH\(_4\) and a base pressure not unlike Pluto’s. Since Triton is also roughly Pluto’s size and density, and is widely thought to have originated in the same region of the solar system as Pluto, it serves as a possible guide to future discoveries that may be made around dwarf planets in the KB and farther out as well.

### 3. PLUTO’S ATMOSPHERE

In what follows, space limitations only allow us to provide an overview of what is known about Pluto’s atmosphere. Our goal is to give an illustrative example of what might be anticipated regarding the nature and phenomenology expected in atmospheres that may later be discovered elsewhere in the KB. [Much more complete information]
about Pluto’s atmosphere is contained in the suite of review articles published by Yelle and Elliot (1997), Spencer et al. (1997), and Trafton et al. (1997).

As described in section 2, despite earlier circumstantial arguments and the 1976 discovery of CH4 frost on Pluto’s surface, it was not until June 1988 that Pluto’s atmosphere was definitively detected. This discovery was made by stellar occultation observations at eight separate sites in, around, and over Australia and New Zealand; see Fig. 1. These various sites probed different chords across Pluto, showing that the atmosphere is global and exhibits a characteristic scale height \( H \) of 55.7 ± 4.5 km and a pressure of 2.3 µbar at a distance of 1250 km from Pluto’s center.

A CH4-dominated atmosphere, corresponding to \( \mu = 16 \) and an ~60 K upper atmospheric temperature, was ruled out when both N2 and CO were detected in high-quality IR spectra of Pluto on Pluto’s surface in greater quantities than CH4 (Owen et al., 1993). For the assumption of \( \mu = 28 \) (i.e., an N2- or CO-dominated atmosphere), an upper atmospheric temperature near 102 K can be derived from these data, knowing that the scale height \( H = kT/(m_p\mu g) \), where \( m_p \) is the mass of a proton, \( \mu \) is the average molecular weight of the atmosphere, and \( T \) is its temperature and \( g \) is the local gravity.

The upper atmosphere probed by the 1988 occultation was modeled by an isothermal (102 ± 9 K) temperature structure above the nominal half-light radius of 1215 km from Pluto’s center and a composition of pure CO or N2 (e.g., Yelle and Elliot, 1997). A near-surface thermal gradient of 10–30 K/km was predicted to link the surface temperature to the upper atmosphere. Yelle and Lunine (1989) realized that CH4 can act as a thermostat in Pluto’s upper atmosphere by absorbing energy in the \( \nu_3 \) band at 3.3 µm, cooling via the \( \nu_3 \) band at 7.6 µm, and conducting heat to the surface, thus potentially explaining the high temperatures at the microbar pressure level in light of Pluto’s colder (35–55 K) surface temperatures. Strobel et al. (1996) later showed that most of this heating (80%) actually occurs in the CH4 band at 2.3 µm. For this “CH4-thermostat” model to work, however, there must be sufficient quantities (~0.1–1%) of atmospheric CH4. [It is worth noting that this model does not work for Triton, at least without some modifications as discussed by Elliot et al. (2000).] CO plays an important role in cooling these atmospheres by rotational line emission as was shown for Pluto (Strobel et al., 1996) and Triton (Elliot et al., 2000). This will be discussed further in section 5.

The direct spectroscopic detection of gaseous CH4 in Pluto’s atmosphere was finally obtained from high-resolution IR spectroscopy in 1994 (Young et al., 1997). These workers found that the partial pressure of CH4 was too high for methane in solid solution with nitrogen, but consistent with methane in vapor pressure equilibrium with pure CH4 frost at 41 K to 45 K, as shown in Fig. 2. This work also confirmed the \( T/\mu \) finding from the 1988 occultation datasets that either CO or N2 must dominate Pluto’s atmospheric composition and that gaseous CH4 is only a minor constituent compared to the total, with a mole fraction of perhaps 1–9%. Despite being only a minor constituent, Pluto’s CH4 abundance is clearly sufficient to make the CH4-thermostat work.

Importantly, the 1988 stellar occultation lightcurves exhibit a sharp change of slope, or “knee,” during immersion and emersion (Hubbard et al., 1988; Elliot et al., 1989) (see also Fig. 1). The change in slope of these lightcurves below the half-light level indicates either nonisothermal temperature structure in the atmosphere (which changes the refractive index) (e.g., Eshelman, 1989; Hubbard et al., 1990; Stansberry et al., 1994), or an extinguishing photochemical haze layer (Elliot et al., 1989), or both.

Extrapolations of the 1988 occultation lightcurves to the surface depend on the assumed radius of Pluto. Pluto’s radius is uncertain to approximately ±3%, so the surface pressure and atmospheric column are also both uncertain. Pluto’s radius values are constrained by both an uncertainty in interpreting the stellar occultation data, which may not probe to the surface, and an uncertainty in the surface ice temperature, which is constrained but not fixed by the vapor pressure of N2. The various constraints suggest bracketing radii and surface pressures, respectively, of 1200 km and 3 µbar and 1145 km and 28 µbar (e.g., Spencer et al., 1997). The corresponding Pluto atmospheric column densities are 39 and 285 cm-am, respectively. Further, both hazes and refractive effects (e.g., mirages) (Stansberry et al., 1994) introduce considerable (10–30 km) uncertainties in radius determinations. These and other effects in turn create significant uncertainties in resulting estimates of the surface pressure, with plausible values ranging from ~2 to perhaps ~60 µbar. As an aside, assuming complete atmospheric condensation near aphelion, this range of surface pressure corresponds to a seasonally deposited pure N2 frost.
layer that would have a depth on the surface of 0.5 to perhaps 10 mm, depending on the actual base pressure and the frost porosity.

Stellar occultations by Pluto are rare, and no subsequent event was observed until August 2002. From that well-observed event it was found that Pluto’s atmospheric pressure had significantly increased from 1988 (Elliot et al., 2003; Sicardy et al., 2003). This pressure increase — a full factor of 2 — was initially surprising to some, since Pluto had been receding from the Sun as it moved away from its 1989 perihelion. However, the observed factor of 2 pressure doubling only requires an increase in N₂ surface frost temperature of 1.3 K (Elliot et al., 2003), which could be the result of a thermal phase lag following Pluto’s 1989 perihelion maximum in insolation (e.g., Stern et al., 1988; Trafton, 1990; see also review by Spencer et al., 1997). It can also be explained by the exposure of new, volatile-rich terrains to sunlight as the southern (IAU convention) polar cap moved into summer, or a combination of both effects.

In addition to the increase in atmospheric pressure, a notable increase in the number of strong refractive spikes was also observed in the occultation lightcurves of 2002 compared with 1988 (e.g., Pasachoff et al., 2005); this has been associated with an increase of turbulence or waves in Pluto’s atmosphere. And yet another important change seen from 1988 to 2002 was the dramatic muting of the kink in the occultation light curves seen near the half-light level in 1988. This indicated that a change in the atmosphere’s vertical structure had also taken place. Together these various findings make clear that Pluto’s atmosphere is time variable, likely due to a combination of seasonal and heliocentric distance effects.

One final result from the 2002 event is worth mentioning here. Elliot et al. (2003) reported that observations at a variety of wavelengths from 0.75 µm to 2.2 µm showed that the minimum flux of the lightcurve varies with wavelength, indicating that there is extinction in Pluto’s lower atmosphere. While this does not rule out a thermal gradient also being in effect, it is clear evidence for a haze layer.

An even more recent stellar occultation of Pluto was observed at several sites on June 12, 2006. Data analysis is currently in progress, but initial results reveal that the 2006 atmospheric pressure and temperature structure in 2006 is far more similar to what was observed in the 2002 occultation (see Fig. 3) than to that in 1988. Given the much shorter time base (4 years vs. 14), this is not particularly surprising,
but it is nonetheless noteworthy that the pace of change was not further accelerating.

Regarding orbital and seasonal change on Pluto, dramatic atmospheric change on Pluto was predicted as early as the beginning of the 1980s (Stern, 1981; Trafton and Stern, 1983) because Pluto’s surface sees large changes in insolation and insolation distribution during its orbit around the Sun. These are due to both its large variation in heliocentric distance (29.5 to 49.6 AU) and its high (~120°) axial obliquity. Such insolation changes result in surface temperature variations that probably drive strong vapor pressure variations, in turn resulting in the transport of ices across the surface on seasonal and orbital timescales.

Unfortunately, quantitative models of Pluto’s so-called “seasonal change,” although adequately sophisticated, are not well constrained because numerous model input parameters (e.g., the compositional distribution, the albedo distribution, the surface temperature distribution, the thermal inertia) are not adequately known. Various models predict differing atmospheric pressure and volatile transport histories, and suggest that Pluto’s surface/atmosphere interactions are more dramatic than any planet or satellite that orbits closer to the Sun, except perhaps Triton. And predictions of the timing and degree of postperihelion atmospheric collapse (i.e., a factor of >100 decline in mass) as a condensation frost onto the surface vary widely (e.g., Stern et al., 1988; Yelle and Lunine, 1989; Trafton, 1990; Hansen and Paige, 1996; Lykawka and Mukai, 2005; see also Spencer et al., 1997, for a review). Why? The process of atmospheric collapse is complicated by both the patchy nature of Pluto’s volatile distribution and thermal emission, as well as the complex, nonlinear feedbacks that volatile transport drives on atmospheric and surface properties, and ultimately, the volatile distribution itself (e.g., Spencer et al., 1997; Trafton et al., 1997). It is likely that good atmospheric collapse (and subsequent regeneration as Pluto next approaches perihelion) predictions will require the surface albedo, temperature, and composition maps that NASA’s New Horizons Pluto flyby mission will deliver in 2015. Whether the atmosphere is extant at that time, however, is not clear.

We now conclude this section by briefly considering the escape of gases from Pluto’s atmosphere as a precursor to a more general discussion relating to KBO atmospheric escape in section 5.

Pluto’s combination of low surface gravity (~55 cm/s²) and comparatively high stratospheric temperature (~100 K) conspire to create a circumstance where a much greater fraction of the initially Maxwellian distribution of molecular energies is capable of escape than in a typical planetary atmosphere. Indeed, unlike the terrestrial and giant planets and Triton, where Jeans escape and photochemical/ion pickup processes dominate, on Pluto, the hydrodynamic (i.e., streaming, bulk) escape of atoms and molecules likely dominates (e.g., Trafton et al., 1997, and references therein).

Hunten and Watson (1982) (hereinafter HW82) pointed out that hydrodynamic escape of Pluto is energy-throttled by the adiabatic cooling of the expanding atmosphere, which is regulated by the downward conduction of solar FUV/EUV heat absorbed in the thermosphere. The HW82 formulation provides an upper limit to the escape flux because it approximates the subthermosphere temperature minimum to be 0 K.

Other investigators have used related methods to estimate escape rates for Pluto at perihelion, finding rates between \(3 \times 10^{26}\) s\(^{-1}\) and \(2 \times 10^{28}\) s\(^{-1}\) (McNutt, 1989; Hubbard et al., 1990; Trafton et al., 1989, 1997). All are upper limits except for Trafton, who solved the hydrostatic escape equations for a CH\(_4\) atmosphere, estimating \(3.3 \times 10^{27}\) s\(^{-1}\). McNutt (1989) first considered a gas other than CH\(_4\) (namely, CO) in hydrodynamic escape, using a self-consistent analytic approach. Yelle (1993) presented numerical solutions of the Navier-Stokes equations for Pluto’s hydrodynamically escaping atmosphere for N\(_2\) and CO that included solar EUV heating, energy transport by thermal conduction, and viscous dissipation of mechanical energy. Krasnopolsky (1999) extended McNutt’s analytic approach to include a neglected term in the hydrodynamic flow equations; he also included the hitherto neglected solar UV heating of Pluto’s upper atmosphere, which he showed to be six times stronger than the solar EUV heating. He then applied these results to the hydrodynamic escape of Pluto’s N\(_2\), with CH\(_4\) diffusing upward through it, deriving a perihelion N\(_2\) escape rate of \(2.3 \times 10^{27}\) s\(^{-1}\) at mean solar activity. Recently, Tian and Toon (2005) were the first to solve the time-dependent hydrodynamic escape equations for a planetary atmosphere and to apply them to the hydrodynamic escape of N\(_2\) from Pluto, treating the spatial distribution of UV-EUV energy deposition realistically over a range of depths in the atmosphere. They derived a corresponding perihelion escape rate around \(1 \times 10^{28}\) s\(^{-1}\), about an order of magnitude higher than the Krasnopolsky value. They argue that this discrepancy arises from Krasnopolsky’s single-altitude heating approximation. This has merit in a case where the effective
atmospheric depth of UV absorption is significantly lower than that of EUV absorption.

As we noted above, characteristic escape fluxes at perihelion of $3 \times 10^{26}$ to $2 \times 10^{28} \text{ N}_2 \text{ s}^{-1}$ have been predicted by various modellers. Over the 4.5-G.y. age of the solar system, this corresponds to the potential loss of 1 km to perhaps 10 km of surface ice, depending again in part on the surface ice porosity. This in turn implies either (1) an essentially 100% pure, volatile crust devoid of involatile constituents that would create, even in tiny amounts, a lag deposit that chokes off sublimation and therefore prevents atmospheric regeneration over time; (2) a very recent source of surface volatiles and therefore atmosphere; or (3) some kind of endogenic (e.g., geologic) or exogenic (cratering) activity that replenishes the source of volatiles available to the surface. Such considerations also apply to many KBOs, which may someday be discovered to have past or extant atmospheres that suffer similarly high escape rates.

4. KUIPER BELT OBJECT ATMOSPHERIC PRODUCTION

We now turn to the subject of atmospheric generation on KBOs. In section 5 and section 6, respectively, we will discuss KBO atmospheric loss mechanisms and then structure. Three important atmospheric generation processes will be discussed here: ice sublimation, internal outgassing, and impacts. We take each in turn.

4.1. Ice Sublimation

Sublimation is the change of phase of a substance from the solid directly into the gaseous state. Sublimation is responsible for generating the atmospheres of Pluto, Triton, and comets. Sublimation is an endothermic process: Energy input is required to supply the latent heat of sublimation. In general, the kinetic energy of the molecules in the solid will have a distribution due to thermal lattice motions. As a result, some fraction of the molecules near the surface will always have enough kinetic energy to overcome the binding potential energy of the lattice and escape into the gas phase, even though the temperature is below freezing. If the system is allowed to come to thermal equilibrium, then the rate at which gas molecules stick to the surface will equal the rate at which they “evaporate” from the surface, and the net latent heat transfer will be zero.

The equilibrium vapor pressure of any given frost is exponentially sensitive to the ratio of binding energy of the molecular matrix L, called the latent heat of sublimation, to its thermal energy kT; this requires the condition that the gas density be high enough for the sticking rate to match the evaporation rate. Each of these rates is proportional to $e^{-L/kT}$, the equilibrium vapor pressure. In the case of more volatile frosts like $\text{N}_2$, CO, and $\text{CH}_4$, which are seen on Pluto, Triton, and some KBOs, L/k is such that an increase in temperature of only 1 K is enough to double the vapor pressure.

The saturation vapor pressures for three of these ices are shown in Fig. 4 over a temperature range relevant to much of the KB. Over this range the vapor pressures change dramatically, i.e., by 5–7 orders of magnitude. The diurnally averaged insolation and resulting surface temperature vary with latitude. Consequently, atmospheric vapor pressure and density can vary dramatically over the surface for an atmosphere too tenuous to be in hydrostatic equilibrium (Stern and Trafton, 1984; Trafton, 1990).

Sublimation of an ice layer into a vacuum is a rapid, nonequilibrium process. The net evaporation flux (i.e., the difference between the sublimation and condensation rates of the gas) will cause the ice to cool (or heat, if the evaporation flux is negative). In the absence of other heat sources, an upper limit on the rate of sublimation is set by the absorbed insolation.

When there are volatile ices of different species on the surface, the vapor pressures of their gas phase depend on how intimately they are mixed (see Trafton et al., 1997). If they exist separately or as a mixture of their pure grains, then each ice’s vapor pressure is specified by its temperature according to the saturation vapor pressure relation for that ice. When two or more volatile ices are mixed together intimately as in a solid solution, the less-volatile ice will become enriched at the surface as the more-volatile ice preferentially sublimes. From a surface evolution standpoint, this can eventually reduce the sublimation rate of the surface to that of the less-volatile ice. Differential sublimation will be controlled by Raoult’s Law, and if any refractory impurity exists in an ice, then an involatile lag deposit will form from impurities that cannot sublime (e.g., Stern, 1989). Even ice mixtures with impurities of <1% can be sufficient to create a lag deposit that will eventually choke off sublimation by burying the ice beneath an involatile overburden.

In the 30–50-AU KB zone, a rapidly rotating body warmed only by the Sun, with spin axis normal to the direction to the Sun and unit emissivity $\varepsilon$, will have an effective temperature between 39 K and 51 K, or between 31 K and 40 K, for bolometric albedos of 0 and 0.6, respectively. For either a slow rotator, or a fast or slow rotator with spin axis pointed toward the Sun, the mean dayside effective temperature would be some 8–10 K, higher. If $\varepsilon < 1$, then the physical temperature would be higher than the above values by a factor of $1/\varepsilon^{1/4}$. In the extreme, surface temperatures warmed only by insolation might reach ~70 K on KBOs. Tidal heating, radioactive decay, and other energy sources can further raise these temperatures, but volatile ices such as $\text{O}_2$, $\text{N}_2$, CO, and $\text{CH}_4$ already have significant vapor pressures in the 30–70-K temperature range. As a result, gaseous envelopes can accompany KBOs having volatile reservoirs in contact with the insolation field. The bulk atmospheric composition in such cases can be expected to reflect that of the illuminated reservoir ice, as it does for comets.

Additionally, for KBOs having eccentric orbits, an orbital effect will result from the change in planetary-averaged insolation over the orbit, which in general will not be in phase with obliquity-driven seasons, although both will
have the annual period. As a result, many KBOs with atmospheres are likely to have highly time-variable atmospheric bulk, composition, and structure.

4.2. Internal Outgassing

Outgassing from the interior is another important process, not only owing to the high volatile content of KBOs, but also because they may be unusually porous (see the chapter by McKinnon et al.). Such porosity increases the conductivity of volatiles to the surface and therefore the effective size of the reservoir that supports an escaping atmosphere or coma. The importance of internal release, whether from the near surface (as for Triton’s geysers) or deeper, cannot be underestimated since without a resupply of volatiles, an impure surface will eventually choke itself off as an ever-increasing thickness of involatile lag deposit accumulates.

To better understand interior evolution, McKinnon (2002) and Choi et al. (2002) conducted studies of the thermal evolution of KBOs of various sizes up to 500 km in diameter. Choi et al. (2002) found that the long-term evolution of the temperature profile and the structural modifications are a strong function of the KBO’s accretion time, size, and dust/ice mass fraction rather than its heliocentric distance. Based on their one-dimensional, 10–500-km models with an initial composition of a porous mixture of H$_2$O, CO, and CO$_2$ ices and dust, and at distances of 30–120 AU, they expect CO, as well as N$_2$, and possibly CH$_4$, to be lost entirely. In contrast, the less-volatile ices CO$_2$, H$_2$CO, and NH$_3$ should be partially retained. Other important thermal benchmarks include the temperature 155 K, where a eutectic CH$_3$OH-H$_2$O melt can form, and 190 K, which is sufficient to melt ice mixtures such as H$_2$O-NH$_3$, which would be buoyant and make its way upward.

Choi et al.’s calculations also show that the central temperature of a 100-km-radius KBO may reach temperatures up to 180 K, and that the internal heating can result in a compositionally layered (differentiated) structure, with interlaced layers depleted and enriched in volatiles. For 150-km KBOs, McKinnon (2002) found the central temperature limit to be only 105 K, but for a 450-km-radius KBO, central temperatures can exceed 270 K, which opens the possibility of liquid H$_2$O in large KBOs and Pluto.

In this regard, cryogenic volcanism has been suggested to resurface Quaoar in response to the reported detection of crystalline water ice and possibly ammonia hydrate as well, both of which should have been destroyed by energetic particle irradiation on a timescale of 10 m.y. unless recently resupplied (Jewitt and Luu, 2004). The reported crystallinity also indicates that the surface ice on Quaoar has been heated to at least 110 K.

4.3. Collisions

Objects in the KB have characteristic mutual collisional speeds of 1–1.5 km s$^{-1}$. As such, collisions represent a source of energy to drive sublimation. The role of collisions was investigated by Orosei et al. (2001) who found that in some cases, depths over 1 km were altered by KBO impacts while for some other collisions, very small effects were produced. Durda and Stern (2000) found that over the 3.5-G.y. age of the classical KB, impacts of 1-km-radius comets onto individual 100-km-radius KBOs occur some ~8–54 times, producing craters ~6 km in diameter.

By excavating deeply buried materials that are beyond the influence of solar heating, these collisions also have the potential to replenish surface ice previously depleted through escape or buried under a refractory lag deposit (Stern, 1989). For example, a nitrogen ice deposit excavated from a 6-km-diameter crater 1 km deep (presumably with an involatile material just above it) would correspond to a column abundance of 23 g cm$^{-2}$, or 180 m-am of gas on a 100-km-radius KBO.

Additionally, impacts import energy and can either promptly or over time (depending on the impact speed and the depth of burial of the impactor) power the sublimation of volatiles at the impact site. At the 1–1.5-km s$^{-1}$ impact speeds characteristic of KBO collisions, H$_2$O is not promptly vaporized in large quantities. As for more-volatile ices like N$_2$, CH$_4$, and CO, it is unfortunate that neither experiments nor adequate thermophysical modeling has been undertaken (E. Pierazzo, personal communication), so it is not presently possible to quantify the efficacy of this process.

5. KUIPER BELT OBJECT ATMOSPHERIC ESCAPE

Escape, as opposed to chemical destruction, is expected to be the dominant long-term loss process for atmospheres on KBOs. Unlike the cyclic effects of seasonal/orbital collapse of an atmosphere, escape results in the permanent loss of volatiles.

The escape rate from a KBO depends on both upper atmospheric density and temperature. The former controls
the altitude of solar UV heating and the escape level; the latter controls the escape energetics. Because of the low escape speed of KBOs, typically 0.05 km/s to 1.2 km/s (corresponding to KBO radii of 50 km and 1270 km, respectively, for a reference density of 1.6 g cm\(^{-3}\)), their gas envelopes are likely to be predominantly escaping hydrodynamically. This means that a significant fraction of the Maxwellian is sufficiently energetic to escape, rather than just the high-energy tail as in more classical, Jeans escape. This is illustrated by the fact that the mean thermal speed of \(N_2\) at 20 K is 0.12 km s\(^{-1}\), which is comparable to the escape speed from a KBO of radius 125 km having a density of 1.6 g cm\(^{-3}\).

To illustrate this point further, a good general measure of the degree of boundedness of an atmosphere is the ratio of the gravitational potential of a molecule near the surface to \(kT\). This dimensionless gravitational parameter is

\[
\lambda = \frac{GMm_p\mu}{RkT}
\]

Here \(G\) is the universal gravitational constant, \(M\) is the KBO's mass, \(m_p\) is the mass of a proton, \(\mu\) is the mean molecular weight of the atmosphere, \(R\) is the KBO's effective radius, and \(T\) the exospheric temperature.

An atmosphere with \(\lambda = 2\) is hardly bound since it blows off (escapes hydrodynamically) at sonic speed. Over the range \(3 < \lambda < 140\) that is expected on larger KBOs, atmospheric escape is likely to span the short atmospheric lifetime hydrodynamic streaming regime to the long atmospheric lifetime thermal escape regime.

Evaluating the constants in the above equation, we obtain the dimensionless relation

\[
\lambda = 3.361 \times 10^{-5}\mu R^2/T
\]

where density \(\rho\) replaces \(M\) assuming a homogeneous sphere of radius \(R\) in kilometers. In Table 1 we provide the surface value of \(\lambda\) as a function of KBO size, assuming \(N_2\)-, CO-, and CH\(_4\)-dominated atmospheres, an exospheric temperature range of 25–100 K, and \(\rho = 1.6\) g cm\(^{-3}\).

We now discuss in turn the various modes of gravitational escape that KBO atmospheres can be expected to experience, based on their individual \(\lambda\) and atmospheric structure.

### 5.1. Jeans Thermal Escape

The lowest escape rates occur for atmospheres that are in the Jeans escape regime, where escape occurs by molecular evaporation of the Maxwellian high-velocity tail. This thermal escape takes place from an exobase, the altitude where the mean free path equals the local scale height. Jeans escape is limited by the energy input available to heat the exosphere.

Jeans escape must take place near the planet because as the atmospheric temperature rises, or as \(\lambda\) otherwise becomes smaller, the exobase altitude rises toward \(\lambda = 2\), while the escape transitions to the hydrodynamic regime (see below) as the gravitational binding energy of the gas molecules declines to approach the mean thermal kinetic energy.

<table>
<thead>
<tr>
<th>Radius (km)</th>
<th>(\mu)</th>
<th>(\lambda) range (over (T = 25–100) K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>16</td>
<td>0.6–2.2</td>
</tr>
<tr>
<td>250</td>
<td>28</td>
<td>1.0–3.8</td>
</tr>
<tr>
<td>500</td>
<td>16</td>
<td>2.2–8.6</td>
</tr>
<tr>
<td>500</td>
<td>28</td>
<td>3.6–15</td>
</tr>
<tr>
<td>1000</td>
<td>16</td>
<td>16–32</td>
</tr>
<tr>
<td>1000</td>
<td>28</td>
<td>16–60</td>
</tr>
<tr>
<td>1500</td>
<td>16</td>
<td>20–78</td>
</tr>
<tr>
<td>1500</td>
<td>28</td>
<td>34–137</td>
</tr>
</tbody>
</table>

Here \(\mu = 16\) represents a CH\(_4\)-dominated atmosphere and \(\mu = 28\) represents an \(N_2\) or CO-dominated atmosphere.

It is important to note that Jeans escape, in effect, cools the exosphere by removing its highest-velocity molecules and atoms. As a result, the velocity distribution of the exosphere — the region above the exobase — will deviate from a strict Maxwellian and the escape rate will drop below the classical Jeans value if the escape rate is too high for atmospheric diffusion to readily replace the higher-energy escaping molecules. One must therefore be careful in calculating Jeans escape rates to properly account for this and other effects that modify the bulk gas temperature, and hence \(kT\).

The Jeans escape flux at the exobase is given by

\[
F_e = n_eU(1 + \lambda_e\exp((-\lambda_e)/(2\sqrt{\pi})))
\]

where \(U = (2kT/m)^{1/2}\), \(m\) is the mass of the escaping molecular species of interest, and \(T_e\), \(n_e\), \(\lambda_e\), are the temperature, number density, and gravitational parameter, respectively, at the exobase. One thus sees that the Jeans escape rate is highly sensitive to the value of \(\lambda\) at the exobase, varying exponentially with it.

The Jeans escape regime typically obtains for atmospheres around massive planets, where it results in very low escape rates. In fact, the Jeans escape timescale of such planetary atmospheres can be longer than the age of the solar system.

Atmospheres in the Jeans escape regime are unlikely to occur on most KBOs, owing to the low mass of most KBOs. However, depending on the composition (hence \(\mu\)), Jeans escape could dominate on Pluto/Triton-sized or larger KBOs.

As an example of one type of KBO atmosphere that may be encountered, Triton's atmosphere is entirely in the Jeans regime, including the escape of H, H\(_2\), and N generated by CH\(_4\) photolysis and ion chemistry driven by precipitating electrons trapped in Neptune's magnetosphere (Summer and Strobel, 1991; Krasnopolsky, 1993; Strobel et al., 1996). For a Triton-like exobase height of 900 km and exobase temperature of 100 K, the escape-level \(\lambda = 21.5\) and \(N_2\) number density is \(1.1 \times 10^7\) cm\(^{-3}\), according to the preferred Triton model of Krasnopolsky (1993, his Table 9). In his basic models, the number density of \(N_2\) is insensitive to the flux of magnetospheric electrons; the CO mixing ratio is...
$10^{-3}$ in his preferred model. The $N_2$ Jeans escape flux is only $2140 \text{ cm}^{-2} \text{s}^{-1}$ or $5 \times 10^{20} \text{s}^{-1}$, far below the hydrodynamic regime.

In closing, Jeans escape can occur for any value of $\lambda$ at the exobase greater than $-2$. This escape regime is most likely for cold, high-molecular-weight atmospheres around dense, massive bodies. The loss of volatiles from small KBOs having lower $\lambda$ values is likely to occur through the direct sublimation of volatile ice to space. The sublimation flux into a vacuum is then governed by the speed of sound for the escaping molecules and a molecular density that is constrained by the saturation vapor pressure.

### 5.2. Hydrodynamic Escape

As we stated above, hydrodynamic escape involves the wholesale escape of a large fraction of the bulk Maxwellian, and it occurs when $\lambda$ is very low. While Jeans escape is an evaporative process from an essentially static atmosphere, hydrodynamic escape is a collisional process that maintains a non-zero bulk outflow speed throughout the atmosphere.

This process may occur on KBOs having $\lambda$ only a bit greater than 2 (e.g., 3–6), but it fails when escape is limited by a process other than energy deposition into a thermosphere. One example of this is an escaping KBO atmosphere that is optically thin to EUV radiation. It also fails when the absorbed insolation occurs over a wide range of altitudes, as may be the case when multiple gases are present with very different FUV/EUV absorption cross sections. Hydrodynamic escape may still occur in these situations, but its treatment requires a less-approximate solution of the escape equations.

When the hydrodynamic escape regime is achieved, it can be subclassified according to whether the exobase of a secondary gas that is diffusing through a primary (i.e., hydrodynamically) escaping constituent lies below or above the height at which the primary species becomes supersonic. Following Krasnopolsky (1999), one can distinguish between two hydrodynamic escape regimes, "slow" and "fast" hydrodynamic escape.

In slow hydrodynamic escape, the upwardly diffusing secondary gas escapes thermally from an exobase that lies below the sonic level of the primary, hydrodynamically escaping constituent. The hydrodynamic speed at the exobase adds to the radial component of the speeds of the thermally escaping species. This occurs in the case of the minor constituent $\text{CH}_4$ in Pluto’s atmosphere, which buoyantly diffuses upward through the primary gas, $N_2$. Since its exobase lies below the sonic level, it arrives at the exobase still having a quasithermal velocity distribution that is not wholly relegated to streamline flow. It thus escapes from this level quasithermally, with escape favoring the fastest molecules. This is opposite to classical hydrodynamic escape where the exobase lies above the sonic level, and the upward diffusing species fully participates in the bulk hydrodynamic escape.

In contrast, in the fast hydrostatic escape regime the thermal energy of all escaping species has been effectively converted through cooling collisions to streamlined, radial, transonic velocities with escape rate close to the UV-EUV solar energy input limit (Hunten and Watson, 1982; Trafton et al., 1997).

### 5.3. Application to Kuiper Belt Objects

Kuiper belt object atmospheres having large scale heights that are a significant fraction of the KBO radius have small $\lambda$ values (as low as $-2$), and so should exhibit hydrodynamic escape since they are gravitationally weakly bound. In contrast, KBO atmospheres with small scale heights that lie deep in the body’s gravitational potential should be escaping thermally from an exobase. With an exobase $\lambda$ of 21, Triton is such an example. The crossover escape flux between the two regimes depends on the exobase value of $\lambda$ and the mean thermal speed as well as the surface $\lambda$ and amount of EUV heating. With $H = 56 \text{ km}$, $\lambda = 22$ at the occultation level (1250 km), and a $\text{CH}_4$ exobase lying below the sonic altitude, Pluto is an example of a KBO in the transition region between Jeans and hydrodynamic escape. [Notice this is the occultation level, not the exobase level, which is where $\lambda$ was calculated for Triton above. Pluto’s $N_2$ does not have an exobase. The regimes are different because Triton’s atmosphere is evaporating slowly at the exobase, while Pluto’s $N_2$ is escaping hydrodynamically, with a much higher flux. Hydrodynamic escape depends on the flux of solar UV-EUV heating of the thermosphere, as well as $\lambda$; hence, equality of $\lambda$ does not imply equality of escape regime.] However, it is also possible for KBOs to be in the transition region between Jeans and hydrodynamic escape.

An important factor in whether a given KBO atmosphere will be in the Jeans, transitional, or full hydrodynamic escape regime is the atmospheric CO/CH$_4$ ratio. CO is a net coolant in thin, cold, vapor-pressure-supported atmospheres that do not have large optical depths in the CO lines. In contrast, when the optical depth of sunlight to CH$_4$ is high, CH$_4$ is a net heating source. The relative amounts of these gases therefore determine the radiative equilibrium temperature structure in such KBO atmospheric layers, and thus the density and scale height variation. For example, the surface CH$_4$ mixing ratio is 2 orders of magnitude higher for Pluto than for Triton, so CH$_4$ is primarily responsible for heating Pluto’s low stratosphere to 100 K. Triton’s lower CH$_4$ mixing ratio accounts for Triton’s significantly colder atmosphere at the microbar level (Krasnopolsky, 1993; Strobel et al., 1996). Pluto’s higher CH$_4$/CO ratio results in Pluto’s higher temperature and larger scale height, and therefore its greater, hydrodynamic, escape rate.

### 6. KUIPER BELT OBJECT ATMOSPHERIC STRUCTURE

In this section we will discuss both the vertical and lateral structure of atmospheres one may find around KBOs. The column abundance and base pressure of an ice-supported KBO atmosphere will depend sensitively on the ice
temperature (through the saturation vapor pressure relations) and on the scale height. In the approximation of an isothermal atmosphere, the column abundance $N$ of gas in cm-am units (1 cm-am is the number of molecules in 1 cm$^3$ of gas at STP) is the product of the equilibrium vapor pressure of the ice $P_s(T)$, converted to density, and the atmospheric scale height corrected to first order for sphericity. Thus, the column is, in cm-am,

$$N = 10^5 P_s\left(\frac{273}{T_{ic}}\right)\left(\frac{R}{\lambda}\right)\left(1 + \frac{2}{\lambda}\right)$$

Here $T_{ic}$ is the ice temperature, $P_s(T_{ic})$ is in bars, $R$ is in km, and the dimensionless gravitational parameter $\lambda$ is evaluated at the KBO’s surface.

Table 2 provides estimates for the gas column $N$, and a range of other atmospheric parameters, for two KBO radii and various relevant surface temperatures; it assumes a KBO density of 1.6 g cm$^{-3}$. The other parameters are the surface $\lambda$, scale height, and pressure. For the temperature and radius ranges listed, $\lambda$ varies between 2.8 and 53, and $H$ varies from 12 to 145 km. The surface pressure and column abundance estimates range over 10 orders of magnitude. Higher values are expected on KBOs with polar illumination because their equilibrium temperatures will be higher, generating higher vapor pressures. The $N$ values are least certain at the lowest $\lambda$ value, where the scale height is an appreciable fraction of the KBO radius.

With this information in hand, we now turn to vertical structure considerations for KBO atmospheres.

### 6.1. Vertical Structure

The vertical structure of KBO atmospheres is most strongly affected by four primary kinds of physics: hydrostatic equilibrium, vapor pressure, atmospheric escape, and radiative transfer.

The pressure scale height $H = R/\lambda$ (same as the density scale height in an isothermal atmosphere) characterizes the atmospheric vertical pressure structure, which is determined by hydrostatic equilibrium or escape. For KBOs smaller than ~100 km in radius, the scale height will usually exceed the KBO’s radius, and even for KBOs as large as 500 km in radius, scale heights will be a significant fraction of the KBO radius. As a result, atmospheres around all but the very largest KBOs are expected to have significant sphericity effects, making the plane parallel approximation inadequate.

Figure 5 shows pressure vs. altitude curves for simple isothermal KBO atmospheres for two bracketing sizes, temperatures, and compositions. The barometric approximation with hydrostatic equilibrium was assumed, so the curves do not account for the effects of atmospheric escape. A KBO density of 1.6 g cm$^{-3}$ and surface pressure of 15 µbar was also assumed; curves for other surface pressures can be estimated by sliding the curves or pressure scale horizontally.

The thermal structure of a KBO atmosphere will depend on the distance from the Sun, on the atmospheric composition, on the internal radiative transfer, on adiabatic expansion and cooling due to escape, and on the balance between the atmospheric absorption of heat from the Sun plus surface, and the heat lost from net sublimation and radiation to space.

With atmospheric surface pressures expected in the microbar regime and lower, the atmospheric thermal opacity is too low to drive lower atmosphere convection. Sublimation winds that transport volatiles to lower-temperature regions of the globe will be most effective in the lowest scale height of the atmosphere. Just above this regime, the thermal structure will depend on whether the atmosphere experiences net heating at these levels.

Both CH$_4$ and CO have absorption bands capable of absorbing near-infrared sunlight and radiating it at longer wavelengths, which affects the temperature and density structure. In the case of CH$_4$ alone, this results in a net heating of the upper atmosphere. For a Pluto-like atmospheric pressure (microbars or tens thereof), a CH$_4$ mixing ratio of 1–2% is required to elevate a KBO thermospheric tempera-

<table>
<thead>
<tr>
<th>R (km)</th>
<th>T (K)</th>
<th>$\lambda$</th>
<th>H (km)</th>
<th>Pressure (µbar)</th>
<th>N (cm-am)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_4$ ($\mu = 16$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>32</td>
<td>4.3</td>
<td>93</td>
<td>$5.0 \times 10^{-6}$</td>
<td>$5.7 \times 10^{-4}$</td>
</tr>
<tr>
<td>400</td>
<td>50</td>
<td>2.8</td>
<td>145</td>
<td>2.9</td>
<td>402</td>
</tr>
<tr>
<td>1400</td>
<td>32</td>
<td>53</td>
<td>27</td>
<td>$5.0 \times 10^{-6}$</td>
<td>$1.2 \times 10^{-4}$</td>
</tr>
<tr>
<td>1400</td>
<td>60</td>
<td>28</td>
<td>50</td>
<td>153</td>
<td>3700</td>
</tr>
<tr>
<td>$N_2$ ($\mu = 28$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>25</td>
<td>9.6</td>
<td>42</td>
<td>$1.1 \times 10^{-4}$</td>
<td>$5.8 \times 10^{-3}$</td>
</tr>
<tr>
<td>400</td>
<td>50</td>
<td>4.8</td>
<td>83</td>
<td>3960</td>
<td>$2.5 \times 10^5$</td>
</tr>
<tr>
<td>1400</td>
<td>25</td>
<td>12</td>
<td>12</td>
<td>$1.1 \times 10^{-4}$</td>
<td>$1.4 \times 10^{-3}$</td>
</tr>
<tr>
<td>1400</td>
<td>60</td>
<td>49</td>
<td>29</td>
<td>$6.3 \times 10^{-4}$</td>
<td>$8.5 \times 10^5$</td>
</tr>
</tbody>
</table>

Quantities refer to values at or near the surface. A KBO density of 1.6 g cm$^{-3}$ is assumed.
ture to 100 K in ~10 km (Yelle and Elliot, 1997). To raise the temperature to 100 K but with a smaller temperature gradient, a mixing ratio of 0.1% is sufficient. N$_2$ gas does not have this ability. On the other hand, CO is a net coolant of KBO thermospheres via millimeter and submillimeter radiation (Strobel et al., 1996). Such cooling is more important than near-IR heating and could be sufficient to inhibit hydrodynamic escape if the CO/CH$_4$ mixing ratio is large enough, as is the case for Triton (see also section 5).

For KBO atmospheres escaping in the hydrodynamic regime, the atmosphere cools adiabatically, which limits the escape rate. Escape will then be regulated by EUV + UV solar heating of the upper thermosphere, if one exists. Above these absorption levels, the exospheric temperature will peak, then drop off while the escape speed becomes transonic. The heat conducted downward from this level offsets the adiabatic cooling below to regulate the escape rate, much like a throttle. This causes a temperature minimum in the lower atmosphere, which affects the density structure (Hunten and Watson, 1982; Trafton et al., 1997; Tian and Toon, 2005).

6.2. Lateral Structure and Conditions for Atmospheric Globality

An important point about the low-pressure atmospheres expected around KBOs is that they may not in all cases be global. Instead, in some cases, local atmospheric “domes” may occur (e.g., over a subsolar region). Thus, globality is an important KBO atmospheric structural attribute.

Pluto has a thermal lightcurve (Lellouch et al., 2000), even though its volatile ice is expected to be globally isothermal, because the sublimating ices do not cover the surface uniformly. Thus, its thermal lightcurve arises because the nonvolatile surface does not sublimate and therefore does not cool (e.g., Stern et al., 1993; Spencer et al., 1997). For a steady-state KBO atmosphere to be global, it must have sufficiently small lateral gradients. This in turn implies that the reservoir of sublimating surface ice must be globally isothermal (neglecting topographic elevation differences), even if the ice itself is not distributed globally.

Isothermality is achieved and maintained by “sublimation winds” created by the net sublimation of ice from regions of higher temperature or insolation to icy regions of lower temperature or insolation. This transfer of volatiles through the atmosphere is accompanied by a latent heat flux that effectively redistributes the ice-absorbed insolation heat evenly to all the exposed volatile ices, which then radiates this heat away (Trafton and Stern, 1983). The resulting radiative balance, averaged over a diurnal cycle, determines the global ice temperature. For ice isothermality to occur, the mass of the atmosphere has to be high enough for the sublimation winds to transport sufficient latent heat flux to effect this redistribution at wind speeds low enough for the atmosphere to approximate hydrostatic equilibrium. This in turn sets a lower limit to the vapor pressure and temperature of the ices.

In quantitatively evaluating this criterion, we have followed the formalism given in the Appendix of Trafton (1984) that was applied to Triton to estimate the conditions under which a KBO atmosphere is supported hydrostatically on a global basis such that the volatile surface ice is isothermal. That work considered the net sublimation of ice covering Triton’s surface for two bracketing geometries: solar latitude 0° and 90°, and allowed for radiative losses and the polar insolation geometry. The insolation geometry is relevant because insolation over the equator generates two sublimation winds, each moving poleward in opposite hemispheres while polar illumination generates a single wind moving toward the opposite pole. Atmospheric escape and its associated cooling are neglected in this model. Sublimation winds originating at low subsolar latitudes were assumed to travel to polar regions and freeze out. Sublimation

---

**Fig. 5.** Pressure vs. altitude curves for simple, isothermal atmospheres for KBOs with various sizes and surface temperatures with pure N$_2$ and CH$_4$ atmospheres. (a) T = 50 K; (b) T = 30 K. The solid curves refer to a radius of R = 1400 km, and the dashed curves to R = 400 km. The heavier curves refer to N$_2$ and the lighter ones to CH$_4$. A surface pressure of 15 µbar and a KBO density of 1.6 g cm$^{-3}$ are assumed.
TABLE 3. KBO atmospheres for equatorial illumination.

<table>
<thead>
<tr>
<th>R (km)</th>
<th>A</th>
<th>r (AU)</th>
<th>T_{\text{equ}} (K)</th>
<th>\lambda</th>
<th>H (km)</th>
<th>Pressure (\mu\text{bar})</th>
<th>N_{\text{min}} (\text{cm-am})</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₄ (\mu = 16)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>0.0</td>
<td>56.3</td>
<td>37.2</td>
<td>3.71</td>
<td>108</td>
<td>8.17 \times 10^{-4}</td>
<td>0.099</td>
</tr>
<tr>
<td>400</td>
<td>0.6</td>
<td>35.6</td>
<td>37.2</td>
<td>3.71</td>
<td>108</td>
<td>8.26 \times 10^{-4}</td>
<td>0.099</td>
</tr>
<tr>
<td>1400</td>
<td>0.0</td>
<td>45.3</td>
<td>41.4</td>
<td>40.7</td>
<td>34.4</td>
<td>2.14 \times 10^{-2}</td>
<td>0.505</td>
</tr>
<tr>
<td>1400</td>
<td>0.6</td>
<td>28.6</td>
<td>41.4</td>
<td>40.7</td>
<td>34.4</td>
<td>2.17 \times 10^{-2}</td>
<td>0.505</td>
</tr>
<tr>
<td>N₂ (\mu = 28)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>0.0</td>
<td>109</td>
<td>26.7</td>
<td>9.04</td>
<td>44.2</td>
<td>1.29 \times 10^{-3}</td>
<td>0.052</td>
</tr>
<tr>
<td>400</td>
<td>0.6</td>
<td>69.1</td>
<td>26.7</td>
<td>9.04</td>
<td>44.2</td>
<td>1.00 \times 10^{-3}</td>
<td>0.052</td>
</tr>
<tr>
<td>1400</td>
<td>0.0</td>
<td>90.4</td>
<td>29.3</td>
<td>100.7</td>
<td>13.9</td>
<td>1.95 \times 10^{-2}</td>
<td>0.256</td>
</tr>
<tr>
<td>1400</td>
<td>0.6</td>
<td>57.2</td>
<td>29.3</td>
<td>100.7</td>
<td>13.9</td>
<td>1.95 \times 10^{-2}</td>
<td>0.256</td>
</tr>
</tbody>
</table>

Ice temperature, column density, and globality pressures given all refer to the minimum required to satisfy the globality constraint discussed in the text; r is the calculated distance beyond which the specified KBO atmospheric case cannot remain global. N_{\text{min}} is the resulting corresponding minimum column for globality (for insolation-limited sublimation).
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sees that the wind speed is directly proportional to R and
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bally.

Also, KBOs with lower axial obliquity can have globally
distributed atmospheres deeper into the KB. This is because

the net diurnally averaged sublimation rate is greater in the

high-obliquity configuration of continuous daylight, result-
ing in faster sublimation winds. Figures 6 and 7 show that
KBOs with CH$_4$ ice would have global atmospheres for

solar distances less than 30–50 AU, depending on albedo,

size, and obliquity, but KBOs with N$_2$ ice would have glo-

bal atmospheres for solar distances less than 45–110 AU,

again depending on size and obliquity.

We emphasize that much larger columns are possible on

KBOs than these minimum values for globality. For ex-

ample, according to Table 3, an R = 400-km KBO at r =

109 AU with effectively zero albedo and equatorial illumi-
nation having a limiting global N$_2$ atmosphere will display
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Fig. 6. Hemispherical sublimation wind speeds in KBO atmospheres for subsolar latitude 0° vs. solar distance. Curves are shown for KBO albedo A and KBO radius R of two gases of very different volatility. The four curves on the left are for CH₄ and the four on the right are for N₂. The heavy curves are plotted for albedo A = 0 and the dashed ones for A = 0.6. The upper (or leftmost) curve for each isoalbedo pair is for R = 1400 km and the lower (or rightmost) is for R = 400 km. The nearly horizontal curves indicate 7.2% of the speed of sound for atmospheric N₂ (solid) and CH₄ (dot-dash). KBO atmospheres will be in global hydrostatic equilibrium, with surface pressure varying by less than 10% and volatile ice being nearly isothermal, when they are thick enough (see Tables 3 and 4) that the sublimation wind speed is below the indicated scaled sonic speed. Rapidly rotating, volatile-ice-covered, spherical KBOs are assumed at the radiative balance temperature; atmospheric escape is neglected.

Fig. 7. Same as Fig. 6 for subsolar latitude 90° without regard to rotation rate. KBOs with high obliquity are less likely to have globally distributed atmospheres deep into the Kuiper belt than low-obliquity KBOs.

7. DETECTION PROSPECTS

As we stated early in this paper, the detection of surface volatiles and high albedos on some KBOs indicates to us that the existence of at least transient (e.g., seasonal) atmospheres on KBOs other than Pluto is highly likely.

Short of sending spacecraft to such KBOs, how might such atmospheres be detected? Stellar occultations observed from Earth are probably the most powerful tools available for the detection of KBOs atmospheres. Although such occultations are capable of detecting atmospheres below microbar pressure levels, stellar occultations of KBOs are rare owing to their tiny angular sizes and slow angular speeds. Moreover, given the fact that astrometric uncertainties for KBO occultations can be substantial, combined with the fact that KBO shadow paths are narrow, makes it necessary to deploy dense grids of observers normal to the occultation path. To capitalize on the rare but valuable KBO occultation events, we urge occultation groups to make event predictions of the kind discussed by Elliot and Kern (2003).

We further recommend particular emphasis be placed on occultation predictions for large KBOs transiting across dense star fields, such as the galactic center, where occultation event rates are higher than elsewhere on the sky.

A second approach to KBO atmosphere detection is to obtain high-resolution IR spectra to directly search for atmospheric absorptions, as Young et al. (1997) did in detecting CH₄ in Pluto’s atmosphere. Yet another detection possibility would be to search for faint, extended coma around
smaller KBOs that would have atmospheres freely escaping to space. This is the technique that revealed coma around the Centaur Chiron.

In urging observations such as these, we look forward to the day when KBO atmospheres move from the realm of expectation to realization.
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