Spatial Variation and Frequency Dependence of Lg Wave Attenuation With Site Response Correction Along the CCSE Array in Central California, US
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Abstract We estimate lateral Lg wave attenuation (Q) structure at four center frequencies (0.75, 1, 2 and 2.75 Hz) along the Central California Seismic Experiment array in western US crossing the San Andreas Fault and Central Valley. We take two steps in constructing the site-response-corrected Lg Q model: (a) we compute relative site responses at each station using the reverse two-station method, and (b) we estimate Q values based on the two-station method after removing the site term. Removal of the site response in the Q model allows to probe laterally varying Q properties at mid-to-lower crustal depths. Our model follows a power-law frequency dependence as \( Q(f) = (81 \pm 8) f^{0.62 \pm 0.11} \), reflecting the active tectonic setting and the presence of fluids in the region. A change in lithology from softer sediments near Pacific coast to harder basements near Sierra Nevada correlates well with the increasing trend of the Lg Q values towards east. Our laterally varying estimates at lower frequencies generally follow the variation of shear-wave velocities at deeper crustal depth and Moho temperature, whereas those at higher frequencies mostly follow the shear-wave velocity variation at shallow depth. Positive site responses obtained by reverse two-station method are found at 34 stations out of total 46 stations examined, and their responses are mostly correlated with surficial lithology (i.e., sedimentary rocks) along the profile, rather than the thickness of the sediments. The site responses also exhibit a strong negative correlation to the \( V_{S0} \) data.

Key Points:
- Site responses at central CA are strongly affected by surface lithology and consolidation degree of sediments, rather than their thickness
- \( Lg \) Q values are low compared to other regions in US, reflecting tectonic activity, presence of fluid and/or soft lithology in the region
- Site response correction on the two-station method enhances depth sensitivity of \( Lg \) Q estimates by suppressing surficial effects

Supporting Information: Supporting Information may be found in the online version of this article.

1. Introduction

Lg wave is well known as the most prominent phase in high frequency seismograms that travels through a continental path. The Lg is often modeled either as a sum of higher mode surface waves (Knopoff et al., 1973; Oliver et al., 1957) or as a superposition of critically reflected S waves (Bouchon, 1982). Kennett (1986) reported that the Lg wave can only propagate on the continental path. This restriction in pathway makes it powerful for imaging continental seismic structures since there is little chance of oceanic contamination. In the virtue of its uniqueness, the Lg is utilized in diverse field of seismic investigations such as magnitude measurement \( (m_L [Lg]) \); Nuttli, 1973; Zhao et al., 2008) or discrimination between natural earthquakes and manmade explosions at regional distances (Blandford, 1981). Mapping crustal heterogeneities with Lg wave attenuation has also been one of the major applications, conducted by a number of studies in various regions (e.g., Hasegawa, 1985-Canadian shield; Xie & Mitchell, 1990a-continental Africa; Baer & Mitchell, 1990-continental United States; Xie et al., 2004-Tibet; Ranasinghe et al., 2015-northeast China; Noriega et al., 2015-Iberian Peninsula; He et al., 2017-eastern Mongolia; Wei et al., 2017-Australia).

Lg wave is highly useful for constraining the quality factor \( Q \), because it can be easily identified even for small-magnitude events owing to its large amplitude, and is almost always present in the seismogram of continental path. Lg Q is often assumed to obey a power-law frequency:

\[
Q(f) = Q_0 f^{\eta}
\]

where \( Q_0 \) is the Q value at 1 Hz and \( \eta \) is the frequency dependence factor. Both Lg \( Q_0 \) and \( \eta \) tend to have a strong correlation with the tectonic activity of a region: low \( Q_0 \) and high \( \eta \) values in tectonically active regions whereas high \( Q_0 \) and low \( \eta \) values in stable regions (Benz et al., 1997; Eriksson et al., 2004; Singh & Herrmann, 1983). Lg \( Q_0 \) is also highly sensitive to the temperature and presence of fluids in the crust (Frankel, 1991; Mitchell, 1995;
Among several methods that are available for estimating the $Lg Q$, two-station method (TSM), initially suggested by Tsaï and Aki (1969), is widely used since it can suppress site and source effects by using spectral ratio of a two-station pair. Reverse two-station method (RTSM) provides even better accuracy than the TSM, since the site terms are eliminated almost perfectly by using two events simultaneously recorded at two stations. Ford et al. (2008) compared five methods used for the estimation of the one-dimensional variation of $Lg Q$, and showed that TSM has low dependence on parameter selection except for the choice of the frequency band. RTSM was nearly undisturbed by parameter selection, but the strict geometry requirement of the method greatly reduces the quantity of available data set (Ford et al., 2008). Therefore, we adopt the TSM for the investigation of $Lg Q$ and use RTSM only for the estimation of relative site responses.

Several studies on the $Lg$ wave attenuation structure of the United States have been conducted with various methodologies (Table S1 in Supporting Information S1). Singh and Herrmann (1983) estimated $Lg$ coda $Q_0$ at 1 Hz and $\eta$ for the entire US, using a scattering model. They reported low $Q_0$ values of 140–200 for western US which gradually increase toward northeast direction, reaching 700–900 in north-eastern US. Baqer and Mitchell (1998) used stacked spectral ratio method to provide a tomographic map of $Lg$ coda $Q_0$ and the $\eta$ for the contiguous US, presenting lower $Q_0$ values (<500) west to the Rocky Mountain and higher $Q_0$ values (>500) east to the mountain. Particularly, they observed the lowest $Q_0$ value of 250–300 in the Pacific coastal regions. More recently, Phillips and Stead (2008) provided a high-resolution two-dimensional tomographic map of $Lg Q_0$ for western US, showing $Q$ values within 80–200 in Central California. They associated high $Q$ values with stable cratons or intrusive igneous batholiths (e.g., Colorado and Columbia Plateaus, Sierra Nevada) and low $Q$ values with tectonically active regions (e.g., coastal California, Yellowstone). Gallegos et al. (2014) performed both TSM and RTSM to obtain tomographic map of $Lg Q_0$ for central and eastern US. Both methods showed generally similar pattern of $Lg Q_0$ values, ranging from 200 to 1,600. Gallegos et al. (2014) highlighted a linkage between the level of $Lg$ wave attenuation and heat flow, sediment thickness, age of the geologic terrane, and their composition. Mitchell et al. (2015) performed a continent-wide tomography of $Lg$ coda $Q$ at 1 Hz using the stacked spectral ratio method. $Lg$ coda $Q_0$ values are predominantly low (200–350) along the western coast and gradually increased toward east, being the highest (700–1,000) at the Canadian Shield. Gallegos et al. (2017) adopted the TSM at four different frequencies (0.5, 1, 2 and 3 Hz) to conduct $Lg Q$ tomography in western US. At 1 Hz, $Lg Q$ values of 80–250 are obtained in Central California, and the values tend to increase as the center frequency increases.

Site response has also been investigated actively, and many of them exploited the RTSM for the estimation. For example, Gallegos et al. (2017) provided maps of relative site responses in western US, centering at 0.5, 1, 2 and 3 Hz. De-amplification is observed at hard rock regions (e.g., Sierra Nevada, Snake River Plain) whereas amplification is dominant at softer sedimentary regions (e.g., Basin and Range). However, they did not interpret the westernmost part of the US due to the low resolution. In central-eastern US, Yassmin et al. (2019) estimated relative site responses with four center frequencies (1, 2, 3 and 4 Hz). They reported a strong correlation of the site responses to the basins and sediments, the topography of the region and the surface shear-wave velocity (i.e., $V_s^{(0)}$).

Despite the large number of previous studies, there is only scarce or no detailed reports on both $Lg Q$ and site response in westernmost end of the US. This is because the region frequently lacks the resolution, lying within the edge of inversion grids in large-scale studies. Considering its complex crustal setting and seismic hazard assessment, it is important to provide estimates on both $Lg Q$ and site response in westernmost US.

In this study, we investigate lateral variation and frequency dependence of crustal $Lg Q$ along a great circle profile in westernmost part of the US, using the dense seismic array data acquired from Central California Seismic Experiment (CCSE; Jiang et al., 2018). To take full advantage of the dense linear array, we focus on one-dimensional lateral variation of $Lg Q$ beneath the array with the highest resolution using the TSM and RTSM rather than two-dimensional tomography approach. Investigation of the lateral $Lg Q$ variations along the array is invaluable in that it crosses several geologically important features such as a major plate-boundary fault (i.e., the San Andreas Fault), thick sedimentary basin (i.e., the Central Valley) and massive mountain ranges (i.e., Sierra Nevada). Moreover, basement beneath the CCSE array also vary from metasedimentary Franciscan Complex (Benninger et al., 2008) to igneous Sierra Nevada batholith (Godfrey & Klemperer, 1998). Along with the $Q$ structure, we
obtain relative site responses at each station to consider the effect of site amplification, and use the estimates to correct the \( Lg \ Q \) structure. Based on this study, we aim to provide deeper insight into the nature of \( Lg \ Q \) attenuation with the known geologic features and also in the considered frequency range.

2. Geologic Setting

The CCSE array extends from the Pacific coast to the Sierra Nevada foothills in east-west direction, crossing several geologically unique features: the creeping section of the San Andreas Fault (SAF) and 100-km wide Central Valley (CV) forearc basin (Figure 1). The SAF is a long, right-lateral strike-slip fault system traversing the western coast of the US. Although direct causal relationship between the SAF and the \( Lg \ Q \) has not been established yet, the SAF can affect the \( Q \) value as it can provide a channel for fluid migration. Moreover, several lines of geophysical evidence such as a sharp contrast of \( P \)-wave velocity structure (Eberhart-Phillips & Michael, 1993) illustrate that the fault zone can act as a boundary of two distinct basements. The CV is a massive forearc basin, which is formed during the Mesozoic subduction of the Pacific Plate underneath the North American Plate. The basin is mainly filled with Quaternary alluvium and marine sediments (Jennings et al., 1977), most of which is unconsolidated or loosely consolidated (Farrar & Bertoldi, 1988; Poland & Evenson, 1966). Generally, unconsolidated sedimentary layers are known to cause strong attenuation of the \( Lg \) wave, which leads to low \( Lg \ Q \) values (Hong, 2010; Mitchell & Hwang, 1987; Wei et al., 2017; Zhao & Mousavi, 2018; Zhao et al., 2010).

The deeper lithology beneath the CCSE array changes abruptly, transitioning from harder Salinian block into softer metasedimentary Franciscan complex (Page, 1981). The Salinian block is an aggregate of Cenozoic granitic and metamorphic rocks, which has been transported northwestward by the right-lateral movement of the SAF. The block exhibits high resistivity (Becken et al., 2008; Unsworth & Bedrosian, 2004), high seismic velocity (Eberhart-Phillips & Michael, 1993; Zhang & Thurber, 2005), and high \( P \)- and \( S \)-wave attenuation (\( Q_P \) and \( Q_S \), respectively; Bennington et al., 2008; Eberhart-Phillips, 2016). The Franciscan complex is an accretionary wedge that is formed during the Mesozoic subduction. The effect of the Franciscan complex to the attenuation still remains unclear: Bennington et al. (2008) speculated that the high \( Q \) values imaged by the body-wave attenuation tomography might be the result of the closure of cracks in the rocks of the complex, whereas Eberhart-Phillips (2016) reported moderately low \( Q \) value for the Franciscan complex from the \( P \)- and \( S \)-wave attenuation models.

Farther toward inland, a 10–12 km thick Great Valley Ophiolite (GVO) underlies the CV which is a mafic oceanic crust that has been obducted onto the continental crust during Jurassic Nevadan orogeny (Godfrey & Klemperer, 1998; Godfrey et al., 1997). The GVO is imaged as high \( Q \) by body-wave attenuation tomography.

Figure 1. Geological map showing the CCSE array in Central California, US. (a) Simplified geologic map of Central California (Jennings et al., 1977; USGS) and (b) distribution of the CCSE array. Black box in panel (a) indicates the location of panel (b). Rock types and associated color legends are shown below the panels (a) and (b). (SAF: San Andreas Fault).
(Eberhart-Phillips, 2016; Eberhart-Phillips et al., 2014). At the easternmost part of our study region, there lies an old and stiff Sierran Basement, which is mainly consisted of Mesozoic granitic rocks (Godfrey & Klemperer, 1998). High $Q$ values are reported for the Sierren Basement from analyses of body wave (Eberhart-Phillips, 2016) and Lg wave (Gallegos et al., 2017; Phillips & Stead, 2008).

In addition to complex crustal lithology, an anomalous seismic feature beneath the CV is detected as high velocities at upper mantle depth (>40 km), called the Isabella anomaly. Two main hypotheses are put forward as its tectonic origin: the anomaly is interpreted as either a remnant fossil slab fragment (Dougherty et al., 2021; Jiang et al., 2018; Pikser et al., 2012; Wang et al., 2013) or a foundered lithosphere that was detached from the Sierran Basement (Boyd et al., 2004; Zandt et al., 2004). The Isabella anomaly can affect the composition of the lowermost crust and its origin can be highly relevant with local crustal evolution.

3. Data Processing

We used 637 crustal earthquakes that occurred during January 2013–December 2016 recorded by the CCSE array, Southern California Seismic Network (CI) and Southern Great Basin Network (SN) stations (Figure 2). CI and SN stations located farther east to the CCSE array are selected to improve the spatial coverage. Among the CCSE stations, we exclude data from station CC36 because they showed anomalously low amplitudes compared
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to those from the nearby stations (i.e., CC35 and CC37). We used data from the stations that recorded more than three events.

The moment magnitude of the events ranges from 3.5 to 6.1. Events are filtered primarily according to their location, only keeping those events that have little or no chance of traveling oceanic paths. It is well known that the Lg phase is hard to distinguish from the Sg phase at local distances (≤200 km; Kennett, 1983; Xie & Mitchell, 1990b) or even becomes incoherent at teleseismic distances (>2,000 km; Gallegos et al., 2017). In order to ensure the generation of Lg wave, we strictly retained seismic records with regional epicentral distance, between 250 km and 2,000 km. After the screening, total 351 events are left, recorded at 37 CCSE array stations (CC01–CC38; except CC36), two CI stations and seven SN stations (Table S2 in Supporting Information S1). We band-pass filtered vertical component of the remaining seismograms with bandwidths of 0.375–1.125 Hz, 0.5–1.5 Hz, 1.0–3.0 Hz, and 1.375–4.125 Hz, centering at 0.75, 1, 2, and 2.75 Hz, respectively. The center frequencies and their bandwidths are determined following the approaches of Gallegos et al. (2017) and Ranasinghe et al. (2018) and also considering factors such as signal-to-noise ratio, ray-paths and resolution for the inversion (Figure S1 in Supporting Information S1). The mean, trend and instrumental responses are then removed (Figure S2 in Supporting Information S1).

The quality of data is controlled based on the signal-to-noise ratio (SNR). We screened the data twice, first using the root mean square (RMS) amplitude in time domain and then using the Fourier transformed spectra in frequency domain. To measure the SNR, we set Lg window and noise window in each seismogram. The window for Lg wave is automatically determined based on the group velocity, to begin at 3.6 kms⁻¹ and terminate at 3.0 kms⁻¹ (i.e., Gallegos et al., 2017; Phillips & Stead, 2008; Zhao, Xie, Wang, et al., 2013). The noise window is defined to have the same length in time domain with the Lg window and to end at the theoretical arrival time of P wave. 10% buffer is appended to either side of both windows to allow minor fluctuation in actual wave arrival.

Using the data within each window, we calculated SNR of the RMS amplitude of each seismogram, and excluded the records if the SNR is less than 2 (Figure S3 in Supporting Information S1). For those records that passed the RMS SNR criteria, both Lg and noise windows are transformed into the frequency domain via Fast Fourier Transformation (FFT), with 20% cosine taper window (Figure S4b in Supporting Information S1). Following the procedure by Zhao et al. (2010), we used spectral amplitudes on 58 reference frequencies that are distributed log-evenly from 0.05 to 10.0 Hz. Power spectral amplitudes at each point are estimated differently at lower (≤0.5 Hz) and higher (≥0.5 Hz) frequencies. For lower frequencies, we used the Lagrangian interpolation after 3-point running average smoothing (Xie & Mitchell, 1990b), while the RMS method suggested by Zhao et al. (2010) is adopted for higher frequencies. Assuming that raw Lg spectra contain both pure Lg and noise component and the two are independent of each other, spectral amplitude of the pure Lg wave can be estimated using the relationship: $A_{\text{pure}}^2(f) = A_{\text{raw}}^2(f) - A_{\text{noise}}^2(f)$ where $A$ denotes the amplitude in frequency domain (Figure S4b in Supporting Information S1; Zhao et al., 2010). We took the ratio of the spectral amplitudes of the pure Lg and noise (i.e., $A_{\text{pure}}/A_{\text{noise}}$) for every 58 points, and selectively kept the point only when the ratio is greater than 2 (Figure S4c in Supporting Information S1). After the quality control, about 272–322 events are left depending on the center frequencies and the maximum epicentral distance reduced into ~1.620 km.

4. Methods

To investigate lateral variations of Lg Q along a great circle profile (A–A’; Figure 2), we first chose two-station pairs that satisfy azimuthal and back-azimuthal difference criteria ($\delta \theta < 15^\circ$). For all possible two-station pairs, interstation Lg Q values are measured using the TSM. We then divided the profile into several cells, assuming that the Q value inside each cell is uniform. Finally, we inverted the interstation Lg Q values into the Q values in each cell, using the Levenberg-Marquardt method (Levenberg, 1944; Marquardt, 1963). In addition, relative site responses at each station are estimated by the RTSM. Details for each step are described in the subsequent sub-sections.

4.1. Two-Station Method (TSM)

In general, the spectral amplitude $A(f, \Delta)$ recorded on a station can be represented as below:
where \( f \) refers to the frequency, \( \Delta \) refers to the epicentral distance, \( v_{Lg} \) refers to the \( Lg \) wave group velocity (3.5 km/s in this study), \( S \) refers to the source spectrum, \( I \) refers to the instrumental response at the station, \( E \) refers to the site response, and \( Q \) refers to the frequency-dependent quality factor. In this study, we remove the instrumental response \( I \) during the data processing stage. The geometrical spreading \( G(\Delta) \) can be expressed with a constant \( G_0 \) and geometrical spreading coefficient \( m \) as follows:

\[
G(\Delta) = G_0 \Delta^{-m}. 
\]  

(3)

Since we only use epicentral distances larger than 250 km, it is valid to assume \( m = 0.5 \) (Yang, 2002). By taking ratio of spectral amplitudes from two stations (stations 1 and 2) recording the same event (event \( a \)), source spectra \( S \) can be eliminated provided that the two stations have nearly identical azimuths. Then, we can estimate interstation \( Q \) value using the spectral ratio:

\[
\frac{v_{Lg}}{\pi \Delta_{12}} \ln \left[ \frac{E_2 A_{12} \Delta_{12}^{1/2}}{E_1 A_{12} \Delta_{12}^{1/2}} \right] = \frac{f}{Q(f)} 
\]  

(4)

where interstation distance \( \Delta_{12} = \Delta_{2} - \Delta_{1} \). In conventional TSM, the ratio of \( E_1 \) to \( E_2 \) is regarded as unity. However, we assess the validity of the assumption of uniform site responses since geologic properties along the great circle profile in our study region vary rapidly in a relatively short distance range. We therefore correct for the site response term by substituting \( E_1 \) and \( E_2 \) values with the estimates from the RTSM, and compare the result with that from the conventional TSM.

When constructing the two-station pairs, azimuthal difference between the two stations (\( \partial \theta \)) is often non-zero (Figure 3b). Deviation from the perfect linear geometry gives rise to potential errors in \( Q \) estimates since non-isotropic source radiation can affect the result and far-field information might also be included. To minimize such errors, we constrained both azimuthal and back-azimuthal deviation to be less than 15° (Der et al., 1984; Gallegos et al., 2017). For all possible two-station pairs that passed the criteria, interstation \( Lg \) \( Q \) values are measured by fitting discrete left-hand side values of Equation 4 into a curve. To screen out extreme \( Q \) values, we only used \( Q \) estimates between the range of 10–2,000, and excluded the estimates if they were larger than 1.5 times the standard deviation. Also, we considered the relative error in interstation \( Q \) values, which can be estimated as follows (Xie et al., 2004):

\[
\frac{\delta Q}{Q} = \frac{v_{Lg}}{f \pi} \left( \frac{Q}{\Delta_{12}} \right) \delta x 
\]  

(5)

where \( \delta Q \) is the error in interstation \( Q \) measurement and \( \delta x \) is a small term expressing the level of modeling error, assumed to have a value of 0.2 in this study. We regulated \( \Delta_{12} \) to be larger than 30 km to ensure low level of relative error, and discarded the pairs when its relative error (\( \delta Q/Q \)) is greater than 0.4. Final ray coverages that satisfy all these criteria are shown in Figure S5 in Supporting Information S1.

To invert the interstation \( Q \) values into the laterally varying \( Q \) values, we segmented the great circle profile into several cells. Assuming that \( Q \) value is uniform within the cell, we can estimate the representative \( Q \) value for the \( m \)-th cell (i.e., \( Q_m; m = 1, 2, \ldots, M \)) through following linear relationship:

\[
\Delta_n = \sum_{m=1}^{M} \frac{\Delta_{nm}}{Q_m} 
\]  

(6)

where \( \Delta_n \) is an interstation distance for the \( n \)-th ray (\( n = 1, 2, \ldots, N \)), \( Q_n \) is the interstation \( Q \) value for the \( n \)-th ray, and \( \Delta_{nm} \) is the length of the \( n \)-th ray passing through the \( m \)-th cell. Equation 6 can then be represented by a linear system \( \mathbf{d} = \mathbf{G} \mathbf{m} \), where \( \mathbf{d} \) is a vector consisting of the left-hand side of Equation 6, \( \mathbf{G} \) is a matrix composed by \( \Delta_{nm} \) values and \( \mathbf{m} \) being a vector having values of \( 1/Q_m \). The system can be solved iteratively under the least squares scheme using the Levenberg-Marquardt method (Gavin, 2019; Levenberg, 1944; Marquardt, 1963; MATLAB code from). To prevent extreme values, we imposed following mild smoothing during each step of the iteration:
In this study, we exploited the events that are located north and south of the linear array to compensate the deficiency of the events west to the array. Since conventional TSM requires events that align almost linearly to the station array, we further explored the effect of station-event geometry on the final $Q$ estimates. At 1 Hz, two-station pairs were divided into two groups, “linear” and “off-linear”, and we compared the distribution of $Q_o$ values for each group. For the classification, we computed the angle between a line that connects the two stations and another line that connects an event to one of the stations. Two angles were then obtained for a single two-station pair, and we classified the pair as “linear” only when the larger angle among the two is less or equal to 15°. As a result, we did not observe systematic bias according to the station-event geometry (Figure S6 in Supporting Information S1). This consistency also holds for other center frequencies (0.75, 2, and 2.75 Hz).

\[ \text{new} Q_m = \frac{1}{12} [Q_{m-1} + 10Q_m + Q_{m+1}] . \]  

(7)

Figure 3. Event-station geometries for two-station method (TSM) and reverse two-station method (RTSM). (a) An ideal geometry for the TSM, and (b) more realistic geometry for TSM. The azimuthal difference and back azimuthal difference ($\delta \theta$) are regulated to be smaller than 15° for both TSM and RTSM. (c) Four possible station-event geometries for the RTSM. Case 1 represents a geometry when both events are outside the two stations and at either side of the station. Case 2 assumes when both events are outside the two stations, but at the same side of the stations. Case 3 describes a situation when one event sits between the two station pairs while the other is outside of the pairs. Case 4, also known as the RTEM geometry, represents a geometry when both events lie within the two station pair.

$\Delta$ : Station  \hspace{1cm} $\star$ : Event
4.2. Reverse Two-Station Method (RTSM)

Relative site responses at each station are estimated using the RTSM. Unlike the TSM, the RTSM utilizes a pair of two stations (stations 1 and 2) and two events (events a and b) lying almost linearly (Figure 3c). By multiplying the spectral ratios from the two station-event pairs, following relationship can be achieved (Bao et al., 2011; Gallegos et al., 2017):

\[ \ln(E_1) - \ln(E_2) = \frac{\Delta_{ab} - \Delta_{ba}}{\Delta_{ab} - \Delta_{ba} + \Delta_{bb}} \ln \left( \frac{A_1 A_2}{A_1 A_2} \right) + \frac{\Delta_{ab} - \Delta_{ba} - \Delta_{bb}}{\Delta_{ab} - \Delta_{ba} + \Delta_{bb}} \ln \left( \frac{A_1 A_2}{A_1 A_2} \right). \]  (8)

A physical meaning of the denominator of the coefficients in the right-hand side of above equation (i.e., \( \Delta_{ab} - \Delta_{ba} + \Delta_{bb} \)) is the difference in the interstation distance from event a and b (Chun et al., 1987). When constructing the RTSM pairs, we excluded the pairs that lack the physical meaning (cases 3 and 4 in Figure 3c). The relationship between the interstation distances from event a (i.e., \( \Delta_{ab} - \Delta_{ba} \)) and that from event b (i.e., \( \Delta_{ab} - \Delta_{ba} \)) also plays a critical role in screening the RTSM pairs, particularly if their magnitudes are approximately identical. If they have the same sign (case 2 in Figure 3c), the right-hand side might have an unexpectedly large value since the denominator becomes very small. Otherwise (case 1 in Figure 3c), the coefficients would approximate 0.5, greatly stabilizing the estimation. Hence, along with the linearity criterion (i.e., \( \delta \theta < 15^\circ \)), we strictly used the case 1 geometry.

Equation 8 can be represented by a linear system \( f = Hk \), where vector \( f \) corresponds to the right-hand side values of Equation 8 and vector \( k \) represents the desired log site responses. A sparse matrix \( H \) represents the coefficients of the two log terms in the left-hand side of Equation 8:

\[
H = \begin{bmatrix}
1 & -1 & 0 & 0 & 0 \\
1 & 0 & -1 & \cdots & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & \vdots \\
0 & 0 & 0 & \cdots & 1 & -1 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\end{bmatrix}. 
\]  (9)

Since the RTSM only provides the difference between the stations, we can only estimate the site responses relative to several reference stations, rather than absolute values. To consider the reference stations in the linear system \( f = Hk \), rows are appended to \( H \), having a value of 1 for a column indicating the reference station, and otherwise, 0. For \( f \), extended rows have a value of zero, representing zero site response at the reference stations. If there are more than one observation for a two-station-two-event pair, the average of all the right-hand side values from the observations is used as a \( f \) value for the pair. The system then is inverted via the same method as in the \( Lg Q \) inversion.

5. Results

5.1. RTSM Results

Figure 4 shows relative site responses at center frequencies of 0.75, 1, 2 and 2.75 Hz obtained using the RTSM. Since RTSM yields site response values relative to the reference stations, selecting an appropriate set of reference is critical. Gallegos et al. (2017) suggested that utilizing more than a single station as reference station is likely to ensure more reliable solution. We tested for the effect of the choice of reference stations, and found that only the level of amplitudes changed while the distribution of the site response appears to be robust regardless of the reference stations (Figure S7 in Supporting Information S1). In terms of the amplitude, it is recommended to select stations that are assumed to be free from both amplification and de-amplification, and general rock sites are often considered to satisfy the assumption. We chose two stations (CC03 and CC38) as the reference (Figure 7a), which are closest to the general rock site based on the site classification of National Earthquake Hazards Reduction Program (NEHRP; Table S3 in Supporting Information S1). Note that the terms “amplification” and “de-amplification” used for the rest of this paper are relative to the two reference stations, and might not always indicate amplification or de-amplification in absolute sense.
At all frequencies, positive site response values (i.e., amplification) are obtained from most of the stations, reflecting pervasive sedimentary rocks present at the surface of the region. At 0.75 and 1 Hz, site responses show a similar pattern: strong positive site responses (\(\sim 1.0\)) are observed in the regions filled with unconsolidated or loosely consolidated sedimentary deposits (e.g., CV), and weak negative values of about \(-0.1\) (i.e., de-amplification) are obtained at the western edge of the basin (e.g., station CC15). At 2 and 2.75 Hz, both amplification and de-amplification become more striking compared to the lower frequencies. Stronger positive site responses (\(>1.5\)) are observed in sedimentary regions. At the westernmost part of the CV, weak (\(\sim -0.1\)) and moderate (\(\sim -0.5\)) negative site responses are obtained for 2 and 2.75 Hz, respectively. At all frequencies, weak positive values (\(<0.5\)) are observed at the eastern end of the CCSE array, where it begins to meet the mountain range (i.e.,

Figure 4. Relative site responses centering at (a) 0.75 Hz, (b) 1 Hz, (c) 2 Hz, and (d) 2.75 Hz, with the thickness of the sediments (Mooney & Kaban, 2010), and (e) comparison of relative site responses at each frequency. Contour lines indicate CV and gray lines in (a–d) represent SAF. CC03 and CC38 are used as reference stations, as indicated by the black arrows in (b) and gray vertical lines in (e). Most of the stations exhibit positive site responses, indicating the presence of soft surficial material at the region. Stronger amplification is observed at younger sedimentary region including the CV while weak to moderate de-amplification is observed at the east of the SAF. (SAF: San Andreas Fault, CV: Central Valley, SN: Starting point for the Sierra Nevada, DV: Death Valley).
Sierra Nevada). We do not observe any relationship to the topography from the result, unlike the central-eastern US where strong coherence between the two is observed (Yassminh et al., 2019).

To ensure the reliability of the result, we checked how many rays hit at each station (Figure S8 in Supporting Information S1) and estimated uncertainty range of site response values after 500 time of bootstrapping (Figure S9 in Supporting Information S1). The uncertainties are generally low enough to support the robustness of the estimates. Ray hits are lower at the western (<100 km) and eastern (>450 km) edges of the profile, being as low as ∼50 at lower frequencies and as ∼25 at higher frequencies. A larger amount of rays (>1,000 at lower frequencies and ∼500 at higher frequencies) traverses the stations between 100 and 450 km. Although the ray hit counts are low at <100 km, the ray coverage is still sufficient enough to attain stable inversion results. The incorporation of events at north and south directions ensured sufficient ray hit, even for the westernmost stations.

5.2. One-Dimensional Checker-Board Resolution Test Result

We assessed the resolution of the inversion result by the one-dimensional (1-D) checker-board test. For the test, we used an initial Q model centering at 150 with alternating ±40% perturbations for each cell (Figure 5). Based on the model, synthetic interstation Q data are generated with ±10% random noise, using the TSM. Since the TSM is sensitive to the input data, the random noise results in a slight fluctuation when retrieving the input perturbation. To compensate for the fluctuation, we repeated the test for 100 times and took an average.

Figure 5. One-dimensional checker-board resolution test result with (a) a uniform grid size of 0.3° and (b) two different grid sizes of 0.3° and 0.9°. Black line signifies input Q structure with 40% perturbation and pink line indicates the average of the retrieved pattern. Gray shade represents the extent of fluctuation after 100 times of repeated test. Note that both mean Q values (pink lines) and the level of fluctuation (gray shades) are greatly improved when adopting the two different grid sizes considering the station density.
We observed that using a uniform cell size in the inversion results in a poor resolution for the regions farther than 250 km, the easternmost point of the CCSE array (Figure 5a). Not only the average of retrieved $Q$ structures highly deviates from the input but also the level of fluctuation becomes severe. Based on its spatial correlation, we attribute this loss of resolution to a discrepancy in the station density: the average interstation distance within the CCSE array is $\sim 6.5$ km whereas it is $\sim 23.7$ km outside the array. Thus, we used a cell size of 0.3° for the first 250 km region covered by the CCSE array and a larger cell size of 0.9° for the farther region covered by the CI and SN stations. Adopting the different cell sizes considering the station density enhanced resolution for both regions (Figure 5b).

5.3. TSM Results

Figure 6a shows lateral variation of $\text{Lg } Q$ along the profile (A–A’) using the conventional two-station method (TSM). The inversion results are obtained after 31–44 iterations, with variance reductions ranging from 65.24% to 79.81% (Table 1). $\text{Lg } Q$ estimates tend to increase as the frequency increases: average $Q$ value increases from 60.31 at 0.75 Hz to 147.97 at 2.75 Hz. The distribution of the $\text{Lg } Q$ exhibits similar pattern at all frequencies, with about three high-$Q$ peaks along the profile at $\sim 117$ km, 217 km and 317 km from the point A. Also, $Q$ values overall increase gently from the coast to the inland. For convenience, we shall use the term “uncorrected” for the rest of the paper to refer to the result obtained by the conventional TSM.

We then corrected the $Q$ estimates for the site response term, using our estimates (Figure 6b). Compared to the uncorrected result, the number of iterations slightly decreased to 15–25 with increased variance reductions from 74.08% to 78.79% (Table 1), while the average $Q$ value slightly increased at all frequencies. General trend of $\text{Lg } Q$ changed after the correction, which was more striking at lower frequencies (0.75 and 1 Hz) than the higher frequencies (2 and 2.75 Hz). Similar to the uncorrected result, the $\text{Lg } Q$ values increase as the center frequency increases and also show the increasing trend from west to east. Notable difference to the uncorrected result is the inconsistency of peak locations at the four frequencies. Peak location is similar for the lower frequencies (0.75 and 1 Hz), being at $\sim 150$, 250 and 417 km east from the point A, while peaks lie at $\sim 217$ and 317 km from the point at 2.75 Hz. An intermediate behavior is obtained at 2 Hz: a peak at $\sim 217$ km follows the pattern at 2.75 Hz, while a gentle increase after $\sim 250$ km from the point A follows neither the lower nor the higher frequencies.
Figure 7. Relative site response and its correlation to the $V_{S30}$ structure. (a) A map view of $V_{S30}$ distribution in the study area (Heath et al., 2020). Black squares represent the stations used in this study, and the pink squares indicate the reference stations (i.e., CC03 and CC38). (b–e) Correlation between the site response and interval-averaged $V_{S30}$ structure. Gray bar indicates the range of true values in the interval. Square of the correlation coefficients ($R^2$), $p$-values and the relation are provided at the left bottom corner of each panel.
We performed bootstrap sampling 500 times for the uncertainty range of the site-response-corrected \( Lg Q \) estimates (Figure 8). The level of uncertainty tends to be elevated at higher frequencies. Considering that the \( Q \) values are larger at higher frequencies, the larger uncertainty at these frequencies can be associated with the magnitude of \( Q \). Xie et al. (2004) reported similar observation and suggested that both larger interstation \( Q \) value and larger \( Q_m \) value may contribute to large uncertainty for \( Q \) at high frequency due to the way they are measured. Regardless of the level of uncertainty observed, the lateral pattern of \( Lg Q \) variation along the profile is undisturbed by the selection of samples, which indicates the robustness of the pattern.

6. Discussion

6.1. Relative Site Response Along the CCSE Array

Two notable features from the result are the strong amplification in the sedimentary regions and the moderate de-amplification at the western edge of the basin, near the SAF. Regarding the amplification near the sedimentary basin, we found that a linear relationship between the level of amplification and the thickness of sediments is very weak. Rather, surface lithology and their degree of consolidation (https://maps.conservation.ca.gov/cgs/gmc/App/) seem to play more significant role in determining the level of amplification. Most of the stations that show strong amplification lie upon the Pleistocene-Holocene sedimentary rocks which are unconsolidated or semi-consolidated. In contrast, weak amplification is observed at either well-consolidated sedimentary regions or the regions with older lithology, mostly being Mesozoic. The other notable feature, which is the de-amplification at the western edge of the basin, might also be linked to the old and solid lithology distributed near the fault zone. Mesozoic Franciscan complex and well-consolidated sedimentary rocks are present east to the SAF, where negative site responses are obtained. The Franciscan complex is considered to be responsible for the low amplification found at north-eastern SAF by Phillips and Aki (1986), who estimated site effects in central California using coda waves. Based on their spatial correlation, we also attribute the site de-amplification at the edge of the basin to the petromorphosed or well-consolidated sedimentary rocks at the surface. The strong relation between site responses and the surface lithology (Borcherdt, 1970; Gallegos et al., 2017; Phillips & Aki, 1986; Rogers et al., 1979; Su et al., 1992) or the age of a rock (Su et al., 1992) has been reported by previous studies. Particularly for the western US, Gallegos et al. (2017) suggested that the influence of shallow geology might outstrip other aspects, such as radiation pattern or three-dimensional structure. Our observation strengthens previous reports and further emphasizes the significance of the consolidation status in massive sedimentary regions like the CV.

To understand the relationship between the site response and surface geology in a quantitative basis, we compared our result to the shear-wave velocity in the upper 30 m depth (i.e., \( V_{S30} \); Figure 7a; Heath et al., 2020). For the simplicity in comparison, we grouped the shear-wave velocity into an interval of 100 m\( ^{-1} \), and used an average of the site response estimates within the interval. A strong negative correlation with the \( V_{S30} \) distribution is observed at all frequencies (Figure 7b), with high \( R^2 \) values (>0.7) and low \( p \)-values (<0.05). The relation can also be found in central-eastern US. Yassminih et al. (2019) observed a strong negative correlation between the two, reporting significant \( R^2 \) values of 0.56085 at 1 Hz and even larger (>0.87) at 2, 3 and 4 Hz. The result supports the reliability of our estimates, and highlights the close linkage between the site responses and surficial geology throughout the US.

To provide the lateral variation in site response estimates is observed at slower \( V_{S30} \) particularly at 2.75 Hz (Figure 7e). The large range of site response at slower \( V_{S30} \) regions might be attributed for (a) larger number of points (~16 points at \( V_{S30} < 300 \), ~10 points at \( V_{S30} < 400 \)) compared to faster \( V_{S30} \) regions (~2 points), (b) lower sensitivity in \( V_{S30} \) data to the small-scale features due to the lack of measurement and associated interpolation while modeling \( V_{S30} \) or (c) less accuracy in site response measurement at higher frequency, near 100 km.

We note that a larger variance in site response estimates is observed at slower \( V_{S30} \) particularly at 2.75 Hz. The large range of site response at slower \( V_{S30} \) regions might be attributed for (a) larger number of points (~16 points at \( V_{S30} < 300 \), ~10 points at \( V_{S30} < 400 \)) compared to faster \( V_{S30} \) regions (~2 points), (b) lower sensitivity in \( V_{S30} \) data to the small-scale features due to the lack of measurement and associated interpolation while modeling \( V_{S30} \) or (c) less accuracy in site response measurement at higher frequency, near 100 km.

Apart from the surficial effects, topography of a region (i.e., mountain ranges) can be closely linked with the site responses. Gallegos et al. (2017) reported negative site responses at Sierra Nevada mountain, being more prominent at 0.5 Hz than in higher frequencies, and Yassminih et al. (2019) observed a crucial influence of topography in determining the site responses in central-eastern US. However, we do not observe de-amplification at mountain...
ranges or a clear relation to the topography. This might be attributed to the low station coverage at the easternmost part of the profile, where topography changes abruptly starting from the mountain range. Due to the lack of coverage, sensitivity to the topographic slope might not be imaged as sharply, or a narrow feature such as locally deposited sediments might block the general tendency of negative site response. On the other hand, topography might not be a more significant factor in controlling the site response in central California than the shallow geology. In order to clarify the effect of the mountain range, further investigation with a denser array data is necessary.

6.2. Comparison With Previous Studies

Our 1-D $Lg Q$ structure based on the site-response-corrected TSM, centered at 0.75, 1, 2, and 2.75 Hz (Figure 8), exhibits a clear frequency dependence of $Lg Q$, having lower average $Q$ value of $\sim 71$ at 0.75 Hz and higher value

---

**Figure 8.** Spatial variation of the site-response corrected $Lg Q$ values, centering at (a) 0.75 Hz, (b) 1 Hz, (c) 2 Hz, and (d) 2.75 Hz. Pink shades indicate uncertainty ranges obtained after 500 times of bootstrapping. Background gray and white colors represent the location and width of the inversion grid. Black inverted triangles and a bar on top of each panel indicate locations of major geological features with their abbreviations (SAF: San Andreas Fault, CV: Central Valley, SN: Starting point for the Sierra Nevada, DV: Death Valley).
Table 2
Frequency Dependence of the Site-Response-Corrected Lg Q Model. 95% Confidence Intervals for Each Average Q Value Are Indicated Inside the Parenthesis

<table>
<thead>
<tr>
<th>Frequency (Hz)</th>
<th>Average Q (95% confidence interval)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>71.16 (±29.08)</td>
</tr>
<tr>
<td>1</td>
<td>78.34 (±18.34)</td>
</tr>
<tr>
<td>2</td>
<td>122.90 (±45.45)</td>
</tr>
<tr>
<td>2.75</td>
<td>161.27 (±73.86)</td>
</tr>
</tbody>
</table>

We obtained the frequency dependence of the Lg Q values by best-fitting the mean Q values at each frequency (Table 2) in the Q–f domain (Figure S10 in Supporting Information S1), and its power-law frequency dependence is described as $Q(f) = (81 ± 8)f^{0.62}$. In California, Lg Q as a function of frequency has also been investigated by various researchers. Benz et al. (1997) inverted the Lg wave amplitude into source term, site term and Q term for every octave from 0.5 to 7.0 Hz. They obtained $Q(f) = (187 ± 7)f^{0.55}$ between 1.0 and 7.0 Hz in southern-central California, and $Q(f) = (235 ± 11)f^{0.56}$ between 1.0 and 5.0 Hz in Basin and Range Province. Similarly, Erickson et al. (2004) determined the Lg wave attenuation for the continental US centering at 0.75, 1, 3, 6 and 12 Hz. They inverted the Lg wave amplitude through singular value decomposition, and yielded frequency dependent Lg Q of $Q(f) = (105 ± 26)f^{0.67}$ for northern California and $Q(f) = (152 ± 37)f^{0.72}$ for southern California. Gallegos et al. (2017) estimated the frequency dependence as $Q(f) = 97f^{0.25}$ and $Q(f) = 99f^{0.44}$ for southern and northern California, respectively. Again, we find our Lg Q value of 81 falls within the lowermost range of the previous estimates. The η value of 0.62 shows a good agreement with the previously reports in California (0.25–0.72), while is notably higher than the measurements for central-northern US (0.34–0.36; Erickson et al., 2004), or northeastern US (0.22; Benz et al., 1997). High η value seems to highlight the strong tectonic activity of the region.

6.3. Effect of the Site Response Correction on Lg Q

Lg Q values are often correlated with several crustal characteristics such as thick sediments (e.g., Gallegos et al., 2014; Mitchell & Hwang, 1987; Ranasinghe et al., 2015; Wei et al., 2017; Zhao & Mousavi, 2018), thermal conditions (e.g., Frankel, 1991), shear-wave velocity (e.g., Gallegos et al., 2017; Zhao & Mousavi, 2018), crustal thickness (e.g., Zhao et al., 2010; Zhao, Xie, He, et al., 2013) or partial melting in the crust (e.g., Xie et al., 2004). Here, we focus on the relationship with the sediments, shear-wave velocity structure and Moho temperature, which are most frequently linked with the attenuation structure in western US (Gallegos et al., 2017; Phillips & Stead, 2008).

First, we focused on the discrepancy between the uncorrected and corrected results (Figure 6). One of the interesting aspects from the corrected result is the inconsistency in the peak locations at each frequency. We suspect that the site-response-correction might sharpen the sensitivity of the measurement so that each frequency could highlight distinct part of the crust, which results in unique patterns for each frequency. This idea can be supported by an observation: a reversal of Lg Q value near the CV. Between 130–200 km east from the point A, locally high Q value of ~100 is obtained after the correction in contrast to the locally low Q value of ~50 before the correction. In previous sections, we observed that site response is closely related to surficial properties, particularly with sediments. Thick layer of sediments at the surface is one of the major contributors to the low Lg Q value (Hong, 2010; Mitchell & Hwang, 1987; Wei et al., 2017; Zhao & Mousavi, 2018; Zhao et al., 2010). The rise of Lg Q value at CV after the correction can be considered as a loss of low-Q contributor due to the correction.
Considering the close linkage between the site responses and surface properties, the sediments at the surface are likely to be the contributor. Thus, we suggest that the correction of site term might minimize the effect of the massive sediments at the surface and reveal a deeper structure beneath the basin. In other words, the site-response-correction might introduce a possibility to image more diverse depth ranges of the $L_g$ wave attenuation structure, particularly in combination with the use of various frequencies. We note that the reversal of $Q$ values near CV is more striking at lower frequencies (0.75 and 1 Hz), indicating that the effect of the correction is less critical at higher frequencies.

To better understand the depth resolution introduced by the correction, we compared our site-response-corrected $L_g$ $Q$ result with the shear-wave velocity ($V_s$) structure (Figures 9a and 9b). In central California, a strong contrast...
in shallow and deep shear-wave velocity has been reported by several previous studies (Jiang et al., 2018; Shen et al., 2013), particularly beneath the central CV: \( V_s \) being \( \sim 1.4 \text{ km s}^{-1} \) near the surface, while \( \sim 3.9 \text{ km s}^{-1} \) near the Moho (Shen et al., 2013). The extremely low shear-wave velocity near the surface of the valley can be mainly attributed to the thick sediments, most of which are not fully consolidated. The origin of the imaged high velocity structure beneath the CV is still under debate: it is interpreted either as a remnant of an underthrust oceanic lithosphere (Wang et al., 2013) or as a relic of an ancient craton (Shen et al., 2013) whereas Godfrey and Klemperer (1998) and Fliedner et al. (2000) considered it as an extension of the great valley ophiolite. Moreover, based on their spatial correlation, we also note for the possible connection between the high-\( V_s \) structure at the lower crust and the Isabella anomaly, as suggested by Jiang et al. (2018). It is well known that a region of low shear-wave velocity tends to exhibit a low \( \text{Lg} \) value, and vice versa (Gallegos et al., 2017; Zhao & Mousavi, 2018). Considering the striking contrast, we isolated the \( V_s \) structure provided by Shen et al. (2013) into the shallower (upper 3 km) part and the deeper (15 km to a depth of Moho) part (Figures 9a and 9b). We observed that the pattern at lower frequencies (0.75 and 1 Hz) seem to resemble some notable changes in the deep \( V_s \) structure (red circles Figure 9) while the shallower \( V_s \) structure seems to be imaged by higher frequencies (blue circles in Figure 9).

Relations to the Moho temperature (Figure 9c; Schutt et al., 2018) and \( Pn \) velocity structure (Figure 9d; Buehler & Shearer, 2017) also support the depth sensitivity by frequency. Along the A–A’ profile, Moho temperature gradually increases from the coast to a distance of \( \sim 300 \text{ km} \) and then gently decreases as moving further inland. The \( Pn \) velocity structure shows a reversed relationship to the Moho temperature variation as it mostly travels along the crust-mantle boundary, being affected by the properties of the Moho (Schutt et al., 2018). An inversely proportional relationship between the temperature and the \( \text{Lg} \) value is generally expected considering the strong attenuation of the \( \text{Lg} \) wave caused by the high temperature (Frankel, 1991; Wei et al., 2017). At 0.75 Hz, a distinct low-\( \text{Q} \) peak is imaged at the point of the maximum Moho temperature and minimum \( Pn \) velocity, while the peak is still observable at 1 Hz but not as much striking as at 0.75 Hz (red circles in Figure 9). Contrastingly, the effect of Moho temperature seems to be insignificant at higher frequencies, with no clear peak at 2 Hz or even with a high-\( \text{Q} \) peak at 2.75 Hz. The result strengthens the possible linkage between the deeper structure and the lower frequency.

From the comparison to the regional geology, we find that the site-response-correction is indeed effective for removing the surficial properties, leading to a consistent relationship of deeper geologic features to the \( \text{Lg} \) value at lower frequency, and vice versa. Although \( \text{Lg} \) is often understood as the crustal averaged property (Xie et al., 2004), efforts to image diverse depth range of the crust using \( \text{Lg} \) waves of different frequencies has been made (e.g., Wei et al., 2017). Our result supports the idea that the \( \text{Lg} \) wave attenuation might have a depth sensitivity, and suggests that it can be reinforced through the site-response-correction by removing the surficial properties. Recalling the relation with the shear-wave velocity structure, lower frequencies (0.75 and 1 Hz) seem to be strongly affected by the lower crust, particularly lower than \( \sim 15 \text{ km} \). Among the two, 0.75 Hz seems to image even deeper structure, close to the Moho depth, considering the comparison with Moho temperature. Higher frequencies (2 and 2.75 Hz) seem to have the potential to image shallower part of the crust, possibly less than \( \sim 3 \text{ km} \) depth. The intimate relation between the \( \text{Lg} \) variation at higher frequencies and the shallow shear-wave velocity structure supports the idea. The sensitivity to the shallower structures at these frequency ranges is also reflected by the insignificant changes in the \( \text{Lg} \) structure before and after the correction. Since the result from 2 Hz exhibits intermediate behavior between 1 and 2.75 Hz result, we speculate that the center frequency of 2 Hz might be sensitive to upper-to-middle crust. This result raises the possibility of more sophisticated surveys on crustal characteristics using the \( \text{Lg} \) wave, highlighting the necessity of quantification on the detailed depth resolution of \( \text{Lg} \) in the near future, possibly through a synthetic full-waveform inversion.

7. Conclusions

We estimated lateral variation of the \( \text{Lg} \) along a great circle profile along the CCSE array, crossing SAF and CV, at four center frequencies (0.75, 1, 2 and 2.75 Hz) and also obtained relative site responses at each station. The relative site responses were dominantly positive, reflecting the widespread sedimentary rocks along the profile. The relative site responses exhibit a higher association to the age or consolidation status of the surface lithology, rather than the thickness of sediments. Furthermore, the site responses are strongly correlated to the \( V_{s30} \) supporting the intimate connection between the site terms and the surface geology.
We modified conventional TSM by correcting for the site response term with our estimates, and compared the result with conventional TSM. Regardless of the correction, Lg Q values increased from the western coast to the inland, reflecting the change in regional lithology from soft sediments to hard igneous rocks. However, peak locations from the Lg Q profile shifted after the site-response-correction, and the change was more prominent at lower frequencies (0.75 and 1 Hz) than at higher frequencies (2 and 2.75 Hz). The site-response corrected Lg Q values tend to increase as the center frequency increases, following a power-law frequency dependence of $Q(f) = (81 \pm 8) f^{(0.62 \pm 0.11)}$. The estimate falls in a lowest range of the previously reported values, reflecting the high tectonic activity and the presence of fluids in the region. Locally high Q values are obtained near the CV, particularly at lower frequencies (0.75 and 1 Hz), rather than the expected low Q values. Shear-wave velocity values at deeper and shallower depths seem to be correlated with the Lg Q structures at lower and higher frequencies, respectively, while the Moho temperature is inversely coherent only to the lower frequency results. Our results suggest that the correction effectively minimizes the strong surficial influences and helps imaging deeper structures (~15 km to the Moho depth).

Data Availability Statement

Seismic data used in this study are obtained from IRIS Data Management Center, including the CCSE array (https://doi.org/10.7909/C3B56GVW), CI network (https://doi.org/10.7914/SN/SN/CI) and SN network (https://doi.org/10.7914/SN/SN) data. Geologic map is downloaded from the U.S. Geological Survey (USGS) website available at https://mrdata.usgs.gov/geology/state/ (last accessed February 2020). The Pn velocity and the Moho depth data are obtained from the IRIS Earth Model Collaboration website at http://ds.iris.edu/ds/products/emc-earthmodels/ (last accessed September 2020). The $V_{S0}$ data is available at USGS Earthquake Hazards Program (https://earthquake.usgs.gov/data/ws/30); last accessed April 2021), and the $V_S$ model is downloaded from the author’s webpage at http://ciei.colorado.edu/Models/ (last accessed February 2020). All figures in this article are generated using the GMT (https://www.generic-mapping-tools.org/) and MATLAB.

Acknowledgments

J. Yun and Y. Kim acknowledge the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT; No. NRF-2019R1G1A1094833), and the funding from Development of unified 3-D seismic velocity model program (KMI2019-00110) through Korea Meteorological Administration. Finally, the authors thank Editor Maureen Long, Dr. Nishath Rajiv Ranasinghe, and an anonymous reviewer for comments which greatly improved this paper.

References


Reference From the Supporting Information